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Scalability has become an important feature for video cod- 
ing algorithm desip for heterogeneous networks due to vari- 
able bandwidth, variable wired and wireless network condi- 
tions and variable terminal capabilities However, the best 
video compression algorithms are based on temporal pre- 
diction through motion compensation which do not lend 
themselves naturally to a scalable framework More re- 
cently, hybrid coding schemes have been introduced that 
combine a base-layer motion-compensation coder with an 
enhancement layer which offers fine-grain scalability through 
an embedded or progressive coder Such a framework usu- 
ally results in some compression efficiency loss over the 
best single layer motion compensated scheme Here, we 
introduce a hybrid coding scheme which combines a base- 
layer MC coder and a finely scalable enhancement layer 
where the information from the base-layer is used to deter- 
mine the location of the high energy signal in the enhance- 
ment layer. This coder provides better compression results 
than embedded approaches which do not rely on base layer 
information 

1. 

Scalability has become an important feature for video cod- 
ing algorithms for transmission over heterogeneous networks 
with variable bandwidth, variable wired and wireless net- 
work conditions and variable terminal capabilities. Ideally, 
scalability should provide tha ability to scale b d i  the bi- 
trate at the compressed bitstream level. Both the ITU H . 2 6 ~  
family of coders and the MPEG coders provide some scal- 
ability using a layered approach [ 11. The layered scalable 
options include temporal, spatial and PSNR (quality) scal- 
ability. A layered coder provides coarse scalability where 
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each enhancement layer can be added to the base layer for 
improved quality, temporal or spatial resolution. Layered 
coders can also be used as the framework for transmission 
over networks which support different levels of priority for 
QoS or for unequal error protection. 

Each enhancement layer builds on the information in the 
previous base and enhancement layers adding more details 
to the reconstructed source at the decoder and increasing the 
total overall bitrate. Introducing scalability in a coder whose 
framework is based on temporal prediction results in com- 
pression loss. Each additional layer which is introduced into 
such a framework results in a greater gap in performance 
between the layered results and the optimum single layer 
result. 

Fully embedded or progressive coders have also been 
proposed and codecs such as Shapiro's Embedded Zero Tree 
Wavelet (EZW) and Said and Pearlman's Set Partitioning in 
Hierarchical Trees (SPIHT) have been extremely success- 
ful for still image coding; yielding both superior compres- 
sion and the ability to progressively decode the image. In 
this case, the wavelet decomposition and bit-plane encoding 
provides a natural framework for a scalable bitstream both 
in terms of quality (PSNR) and spatial resolution. Such a 
scheme produces a fully embedded bitstream which can be 
decoded to any given intermediate bitrate resulting in a re- 
constructed image of lower, quality andlor resolution. Such 
fine granular scalability is desirable for varying network 
conditions and varying terminal capabilities in a streaming 
environment. For video applications, 3D enibedded wavelet 
schemes provide good results as well but compression im- 
provement comes at the expense of delay and additional 
memory requirements (longer temporal filters). Also, scal- 
ing back significantly in bitrate does not always produce sat- 
isfactory results due to the temporal smoothing that occurs 
systematically. However, a 3D-embedded wavelet scheme 
provides an elegant solutionin terms of scalability and elim- 
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inates the need for explicit rate control. It also lends itself 
naturally to unequal error protection in a lossy environment 
where bitstream prioritization can be done on a bit exact 
level It is useful to see how we can combine the compres- 
sion efficiency of a motion compensated approach with the 
added network flexibility of an embedded approach [2]. 

Recently, MPEG-4 has adopted Fine Granular Scalabil- 
ity (FGS) for streaming applications The FGS ham- 
work includes a base layer which is a traditional motion 
compensatioddiscrete cosine transform (MCDCT) coder 
and an enhancement laylx which is a finely scalable (em- 
bedded) layer. Several embedded coders were tested for the 
coding of the enhancement layer. A DCT-based bitplane 
coder was shown to yield similar results to a wavelet-based 
embedded coder such as the Embedded Zerotree Wavelet 
(EZW) algorithm and was chosen since the DCT is already 
anintegral component of the standard. This hybrid approach 
as well as the previously proposed layered scalable options 
such as Annex 0 in H.263, introduce scalability at the ex- 
pense of compression efficiency due to a framework that 
takes advantage of temporal correlation through motion com- 
pensation only at a coarsl- level at the base layer. However, 
the added flexibility of scalability is viewed to be an impor- 
tant component for netwlxk applications. The applications 
for FGS include multicasting where the original content is 
precompressed and stored on a server and can adapt to vary- 
ing network conditions and end-user terminal capabilities 
on a bitstream level. 

2. 

We investigate a general framework for a FGS type coder 
which combines a base-layer MCDCT coder and a pro- 
gressive enhancement layer where the information from the 
base-layer is used to detrxmine the location of the high en- 
ergy residual in the enhancement layer. Once the high en- 
ergy residual is located, it is encoded using a wavelet-based 
scheme on a bitplane level for scalability. 

The work here is motivated by a video coding algorithm 
based on dense motion field compensation [4]. In the pre- 
vious work, the accurate motion field information and pre- 
dicted frame information is used determine the location 
of the high energy residual in the displaced frame differ- 
ence (DFD). This information is available at the decoder so 
that the location information does not have to be explicitly 
coded. The original work was motivated by the observation 
that the encoding of the IDFD frame is done using the same 
techniques which have been designed for coding still image 
data. However, the characteristics of the DFD frame, sparse 
data composed of high frequency components, is very dif- 
ferent from the lowpass type of data typically found in still 
images and it may be beneficial to encode the residual data 
differently. Also, because dense motion field information 

is more accurate than traditional block-based motion vector 
information, fewer bits are available to encode the residual. 
The motion data and predicted frame data are used to predict 
where the significant DFD energy is located, namely mo- 
tion boundaries and uncovered regions. A predicted frame 
is generated using the encoded motion field and the encoded 
previous frame This process can be duplicated at the de- 
coder. A Sobel edge detector is used to find the edges in the 
predicted frame which determines the location of the high 
energy DFD residual. The motion field discontinuities are 
also identified using a Canny edge detector. The intensity- 
based edges and motion-based discontinuities are used as 
a mask to identify the location of the high energy residual. 
The magnitude of the motion vectors are also used to expand 
the areas predicted to have high DFD energy due to uncov- 
ered regions which cannot be predicted accurately from the 
previous frame. 

In the hybrid MC/progressive scheme introduced here, 
the energy distribution in the enhancement layer is similar 
to the energy distribution of the DFD so that the same ap- 
proach can be used to locate the high energy data in the en- 
hancement layer. The decoder has access to the base layer 
and can reproduce the steps needed to locate the high energy 
locations without any additional overhead. One drawback 
of this approach is that the coding performance saturates 
due to the prediction step which does not allow for better 
coding results once all the locations in the prediction mask 
are encoded. This is not a problem for many coding rates of 
interest that do not approach lossless quality. The algorithm 
could also be simply modified to encode the undetected lo- 
cations once the detected areas are fully encoded. 

The high energy signal is located using the reconstructed 
image and motion information available from the base layer. 
The identified regions are encoded using an embedded tech- 
nique. Here we choose to encode the enhancement layer 
using the progressive wavelet coder (PWC) introduced by 
Malvar [5] .  Other successful progressive coders such as 

and depend on reordering the data through 
data structures called zero trees in order to cluster the in- 
significant data (zeros) for efficient compression. Malvar in- 
troduces a less complex technique with similar coding per- 
formance that encodes the data a data-independent way 
scanning the subbands from lowest to highest subband coef- 
ficient in a predetermined way, resulting in a similar cluster- 
ing of zero values. This technique, like the previous wavelet 
schemes, does bitplane encoding resulting in an embedded 
scheme which scales in PSNR as well as spatial resolution. 

3. RESULTS 

Some preliminary results are shown in Figures [ 1-51, Here 
we encode the “Mother Daughter” sequence and the “Hall” 
sequence at CIF resolution (360x240), 10 frames per sec- 
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ond. The base layer is encoded using a MC/DCT codec 
at 128 kbps. The enhancement layer is encoded using the 
PWC at 256 kbps for a total bitrate of 384 kbps. These rates 
are of interest for Third Generation (3G) Mobile applica- 
tions. A Sobel edge detector is used to locate discontinu- 
ities in the reconstructed frame. These locations are used 
to predict the locations of the high energy signal in the en- 
hancement layer to be encoded. The results of using the 
edge information to predict the location of the high energy 
residual is compared to a straightforward encoding of the 
entire enhancement layer. The PSNR curves are illustrated 
in Figure 1 for the “Mother Daughter” sequence. Here the 
lowest curve is the base-layer only result at 128 kbps using 
the ITU H.263 coder and 16x16 motionestimation. The two 
upper curves illustrate the base layer + enhancement layer 
at a total bitrate of 384 kbps. The solid curve shows the 
PSNR for the case where the base-layer edge information 
is used with PWC and the dotted curve is the result of us- 
ing PWC without additional base-layer information. Figure 
4 illustrates how well the edge information does at predict- 
ing the high energy locations in the enhancement layer. The 
gold areas correspond to correct detection, the red areas cor- 
respond to false positives (the edge information identifies 
areas in the enhancement layer that do not have significant 
energy), and the green areas correspond to false negatives, 
(significant signal energy that was not predicted by the base 
layer edge data). Figure 5 shows the corresponding coded 
frames from the “Mother Daughter” sequence at 384 kbps 
with the base layer + enhancement layer using base-layer 
side information. Figures 4 and 5 correspond to encoding 
the “Hall” sequence using base-layer edge information and 
the motion vectors generated from the base-layer encoding. 
The motion vector information is used to prune the edge- 
based locations so that we can effectively differentiate be- 
tween boundaries of moving objects where occlusions and 
newly exposed areas can occur and static areas. The base 
layer is again encoded at 128 kbps with an enhancement 
layer of 256 kbps. Figure 4 illustrates the effectiveness in 
using base layer information to predict the location of the 
high energy information in the enhancement layer. The gold 
areas correspond to the highenergy enhancement signal that 
was correctly identified by the base layer information. Blue 
corresponds to areas of the image that are pruned due to the 
motion vector information from the encoded base layer and 
red corresponds to correctly identified enhancement signal 
data that we were unable to encode due to insufficient bit 
budget. Figure 5 shows the reconstructed base and enhance- 
ment layer using the combined edge and MV approach. 
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1. PSNR curves for “Mother Daughter” Sequence; base 
layer results, enhancement layer using PW@; u e n t  
layer using high energy prediction and PWC 
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2. Prediction of high energy data in enhancement layer; 
correct detection (yellomr), false Positives (red), false ne@- 
tives (green) 

4, prediction of high energy data in ehancement layer 
using edge data and MV data; correct detection (yellow), 
pruned areas due to MVs (blue) 

3. Encoded base layer + enhancement layer for the 
“Mother Daughter” sequence using edge-based high energy 
prediction 

5. Encoded base layer + enhancement layer for the 
“Hall” sequence using edge and mv data for prediction 
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