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BYKOVA, MARINA. M.S., Mar
h, 2002Ele
tri
al Engineering and Computer S
ien
eStatisti
al Analysis of Malformed Pa
kets and Their Origins in the Modern InternetDire
tor of Thesis: Shawn D. OstermannWith the tremendous growth of Internet resour
es, we observe a rapid in
reasein the number of network appli
ations and proto
ol implementations, whi
h are notalways thoroughly evaluated and tested. A growing number of network atta
ks at-tempt to disrupt legitimate 
ommuni
ation or deny a

ess to network resour
es tolegitimate users. Both poor implementations and intentional abuse of network re-sour
es \pollute" a network with malformed pa
kets and 
an be
ome a threat tosound 
ommuni
ation. In this work, we 
olle
t and analyze all of the IP and TCPheaders of pa
kets seen on a network that either violate existing standards or shouldnot appear in modern internets. Our goal is to determine the reason that these pa
k-ets appear on the network and evaluate what proportion of su
h pa
kets 
ould 
ausea
tual damage. Thus, we examine and divide the unusual pa
kets obtained duringour experiments into several 
ategories based on their possible 
ause, whi
h rangesfrom errors in network implementations to 
arefully 
onstru
ted atta
k pa
kets, andshow the results. The tra
es analyzed were gathered at two di�erent data sour
es atOhio University | the university's main Internet link 
onne
ting it to its ISP anda lo
al network with student dormitory traÆ
 | and provide a massive amount ofstatisti
al data.Approved:
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1. INTRODUCTIONWith the tremendous growth of Internet resour
es, we have observed a rapid in
reasein the number of network appli
ations and proto
ol implementations that utilizethese resour
es. These implementations are not always thoroughly evaluated andtested. Consequently they might not provide the best servi
e possible, or may eveninadvertently interrupt other 
ommuni
ations underway.Measurements performed in the networking area usually gather information aboutthe fun
tionality and performan
e of widely implemented proto
ols or their enhan
e-ments. Corre
tness of the implementations is left to proto
ol implementors and users.Poorly 
oded, some network programs might \pollute" a network with malformedpa
kets and disrupt sound 
ommuni
ation.While implementors of network appli
ations or lower level programs probably donot intend to introdu
e mistakes in their 
ode and rather try to eliminate them, theproblem of servi
e disruption be
omes more evident with intentional abuse of net-work resour
es. A growing number of network atta
ks attempt to disrupt legitimate
ommuni
ation or deny legitimate users a

ess to network resour
es. The amount ofe�orts dedi
ated to intrusion dete
tion and network se
urity has grown dramati
allyin re
ent years. In parti
ular, we see growth in the number of network intrusion de-te
tion systems (IDSs) that try to prote
t systems from unauthorized a

ess and anin
rease in the number of ways they defend those systems.The majority of IDSs available to date | 
ommer
ial, open-sour
e, or resear
hproje
ts | are signature-based misuse dete
tion systems (see [1℄ for 
omplete listingof IDSs). They dete
t only well-known atta
ks based on atta
k signatures that must



10be in pla
e before these systems 
an dete
t them. New, unknown atta
ks are generallya weak point in system prote
tion and are often diÆ
ult to re
ognize. In order to beable to 
at
h novel atta
ks, a di�erent approa
h termed \anomaly dete
tion" 
an betaken. Anomaly dete
tion, however, remains 
hallenging even today.Both poor implementations and intentional abuse of network resour
es have onething in 
ommon | they 
an be
ome a threat to sound 
ommuni
ation not only forthe 
ommuni
ating hosts themselves but also for other ma
hines that rely on servi
esprovided by the global Internet. A logi
al pla
e for su
h disruption to originateis the network proto
ols. By de�nition, ea
h proto
ol implies a set of rules thatevery parti
ipant agrees to follow in order for 
ommuni
ation to work. Should aparti
ipating host break the rules or provide misleading information, not only 
orre
toperation of the proto
ol 
an be guaranteed but the response behavior of the re
eivingend might also be hard to predi
t.Control information that is ne
essary for the 
orre
t performan
e of network pro-to
ols is 
arried in their headers. Thus it be
omes possible to dete
t abnormalitiesin pa
kets seen on a network by 
he
king the information 
arried in their headers.In this work, we 
olle
t and analyze all of the IP and TCP headers of pa
kets seenon a network1 that either violate existing standards or should not appear in moderninternets. Su
h pa
kets 
ould be the result of an ina

urate implementation, mis-
on�guration, mali
ious a
tivity (in
luding new, unknown atta
ks), or 
ould haveanother origin. The questions we try to answer here are as follows.� What is the reason that these pa
kets appear on the network?� How often do we see them?� What proportion of su
h pa
kets 
ould 
ause a
tual damage?� What 
an be done in order to redu
e the rate of malformed pa
kets on a net-1We also provide limited analysis of UDP pa
kets.



11work?We examine and divide the unusual pa
kets obtained during our experiments intoseveral 
ategories based on their origin and possible 
ause, whi
h might range fromerrors in network implementations to 
arefully 
onstru
ted atta
k pa
kets, and showthe results. We do not try to identify all network atta
ks, but rather try to determinehow mu
h information we might be able to obtain by looking at pa
ket headers whileignoring their 
ontents.Chapter 2 provides a des
ription of the experiment, whi
h in
ludes: the linksmonitored, tools used, the types and amount of data analyzed, and the analysisperformed. Chapter 3 
overs the results obtained from our experiments. We divide allof the errors that the system re
orded into logi
al 
ategories, provide detailed analysisof all of the 
ategories, summarize statisti
al results, and give various distributions oferror rates. Lastly, Chapter 4 summarizes our �ndings and also 
ontains suggestionson improving the se
urity of a site based on those �ndings.
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2. DESCRIPTION OF THE EXPERIMENT2.1 Link Des
riptionIn order to perform analysis for this resear
h, we used data 
aptured from twodi�erent sour
es. For the �rst sour
e, we monitored Ohio University's main Internetlink | the only link in and out of the university | in
luding both in
oming andoutgoing pa
kets. These tra
es were obtained from a 36Mbps Fast Ethernet 
onne
-tion between Ohio University (OU) and its ISP and 
arry pa
kets for approximately20,000 lo
al hosts.The se
ond sour
e of data was a 10Mbps Ethernet LAN 
arrying student dormi-tory traÆ
. There were approximately 2,500 
omputers dire
tly 
onne
ted to thisnetwork. Parts of this network were swit
hed, but we 
ould still see a large amount ofTCP traÆ
 and all broad
ast pa
kets traversing the link. The 
hara
teristi
s of thetraÆ
 on this link are di�erent from traÆ
 
oming to and leaving the University andthus the two were analyzed separately. We were able to use 
omputer hardware ad-dresses to aid in the analysis of the data set from the lo
al network sin
e the pa
ketswere 
aptured on the link of their origin.2.2 Tools UsedWe used t
pdump [10℄ to 
apture data from the monitored links and t
ptra
e [16℄in real-time mode to analyze it. We modi�ed t
ptra
e for the purpose of this analysisand wrote a spe
ial module for it. The module logged all pa
kets that were 
onsideredabnormal along with other information retrieved from t
ptra
e. Further analysis and
al
ulation of statisti
al results were performed with Perl and shell s
ripts.



132.3 Pa
ket AnalysisAnalysis of Ohio University's main link shows that almost all pa
kets on thelink are IP pa
kets and the great majority of those are TCP pa
kets. UDP traÆ

omprises approximately 2 per
ent of the monitored traÆ
, and IP pa
kets that areneither TCP nor UDP make up an even smaller portion of the total number (lessthan one per
ent).The ratio is di�erent for the lo
al monitoring point. UDP traÆ
 makes up a mu
hlarger portion of pa
kets, ranging from 5% to 90% in di�erent tra
e �les. Most ofthis UDP traÆ
 belongs to NetBIOS servi
es [14℄, [15℄ or 
ommuni
ation on port427 (Server Lo
ation, a

ording to IANA assignment [24℄). Pa
kets that are neitherTCP nor UDP 
omprise 1{2% of total traÆ
 on average. Even though the portion ofnon-TCP traÆ
 is rather high 
ompared with the data on the global link, TCP traÆ
still 
omprises the greatest portion of traÆ
 (about 60% of pa
kets from all tra
es)on this link.Our analysis is based on the IP and TCP headers of pa
kets from the monitoredtraÆ
. We perform a detailed IP header analysis of all of the IP pa
kets regardlessof their transport layer proto
ol, analyze the headers of all TCP pa
kets, and also
ondu
t some statisti
al analysis of UDP pa
kets. UDP, ICMP and other types ofpa
kets 
ould also be used in se
urity brea
hes but their analysis is out of s
ope forthis work. We take into 
onsideration only IP version 4 pa
kets even though a smallnumber of IP version 6 pa
kets were present in the pa
ket tra
es we 
aptured. Thisse
tion des
ribes all of the pa
ket header �elds that we in
luded in the analysis andillustrates what values we 
onsidered abnormal.2.3.1 IP Header AnalysisWith the wide spread of the Internet, the Internet Proto
ol (IP) has been usedextensively | and not always in the way its designers intended. Setting some of the IPheader �elds to improper values might disrupt operation of the proto
ol making su
h



14pa
kets undeliverable, while other �elds 
an be modi�ed to harm the destination hostwithout any punishment to the sender. In this subse
tion we take into 
onsiderationthose IP header �elds that might violate the proto
ol requirements as they are seenat the re
eiver.1. Pa
ket Size. The IP header length should always be greater than or equalto the minimal Internet header length (20 o
tets), and a pa
ket's total lengthshould always be greater than its header length [20℄. If either of these statementsdo not hold for a given pa
ket, it is invalid and should be dis
arded at thedestination host. IP pa
kets that 
arry transport layer proto
ols known to thesystem (
urrently TCP and UDP) are also 
he
ked to 
on�rm that they arelarge enough to hold the entire header of the next layer proto
ol.2. IP Che
ksum. This �eld allows dete
tion of 
orrupted pa
kets and thus pa
k-ets with bad 
he
ksums should be dis
arded. This 
he
king 
an be parti
ularlyuseful for pa
kets that have other IP standard violations to help dete
t 
orruptedpa
kets and adjust the results a

ordingly. For instan
e, if a pa
ket with an in-valid 
he
ksum has illegal values in other �elds, the system should not triggeran error and the pa
ket is to be ex
luded from analysis under assumption thatit was 
orrupted.3. IP Address. Values of the IP address �eld 
an violate the standard in severaldi�erent ways. First, the IP address �eld is unprote
ted from spoo�ng (i.e.substituting it with an IP address that does not belong to the sender) and thesour
e address extra
ted from a single pa
ket 
an not be easily veri�ed. Sour
eaddress spoo�ng be
omes harder with proto
ols that maintain a 
onne
tion andhave state, su
h as TCP, but it is still possible with, e.g., sour
e routing [20℄.The problem of determining the validity of sour
e addresses 
an not be easilysolved when a

ess to a network is unrestri
ted and a monitor sees both in-
oming and outgoing traÆ
. However, a number of addresses that are 
ertainly



15invalid 
an still be identi�ed. Prior literature 
ontains examples of networkatta
ks that use the same sour
e and destination IP addresses, su
h as theso 
alled \land atta
k" des
ribed in [25℄, [8℄. Thus we verify that the sour
eaddress of every pa
ket is di�erent from its destination address.Another 
ategory of invalid addresses is private internet addresses [23℄. Privateaddresses are invalid in publi
 domains and should be �ltered out by the routers
onne
ting private networks to the larger Internet. Our experien
e, however,shows that a number of pa
kets 
ontaining private addresses do exist in thepubli
 domain. Empiri
al results from the Lawren
e Berkeley National Labora-tory's (LBNL) network reported by Bro 
on�rm this fa
t as well [17℄. We 
he
kboth IP sour
e and destination addresses versus all types of private addresses.Thirdly, there are 
ertain spe
ial 
ases of IP addresses that 
an not be usedas either sour
e (broad
ast), destination (\this network"), or either kind (loop-ba
k) of address on a publi
 internet [24℄. Many of them are based on thede�nition of \network number" and \subnet number." The diÆ
ulty in dete
t-ing these types of internet addresses arises from the variable length of networkpre�xes, and in general we do not know the network pre�x length for any givenIP address. In our analysis we do look for the spe
ial 
ases of IP addresses butre
ord only those pa
kets that 
learly belong to one of these spe
ial 
ases. Forexample, we know that the destination network number 
annot have a value ofzero. We verify that at least the most signi�
ant byte of the destination networkis not zero sin
e this byte is always either the network number itself or a partof it, depending on the network pre�x length.Lastly, we verify that at least one of the sour
e or destination IP addressesbelongs to the Ohio University address spa
e sin
e all pa
kets on the monitoredlinks are expe
ted to 
ome to or from the university.4. `Time to Live' (TTL) Field. We know that pa
kets with small TTL values do



16not violate any 
urrent standard. However, aside from being used for legitimatereasons, they 
an be a pre
ursor to or a part of a network atta
k.Low TTL values appear in legitimate pa
kets (a good example is limited broad-
ast pa
kets where standards re
ommend keeping TTL values small). A numberof pa
kets with small TTL values 
an also be 
aused by routing loops, althoughsu
h 
ases are relatively easy to re
ognize. Other pa
kets 
ould be a result ofthe usage of tra
eroute [9℄.On the other hand, the TTL �eld 
an be used by an atta
ker to explore thetopology of a remote network [7℄. When attempting to map a topology, a
ombination of tra
eroute attempts 
an provide a good pi
ture of the net-work. In most 
ases, however, it is impossible to determine the reason forwhi
h tra
eroute was used.Low TTL values 
an also be used in subtle atta
ks that try to subvert a monitor.Bro [17℄ has a detailed des
ription of su
h atta
ks in whi
h an atta
ker sendspa
kets with small TTL values and retransmits the same pa
kets with di�erentdata and a larger TTL so that only the retransmitted pa
kets will rea
h thedestination host. If the monitor does not 
he
k TTL values of the pa
kets thattraverse the link, it will not be aware of the fa
t that the original pa
kets donot rea
h the destination host. In that 
ase, the data the that monitor sees isdi�erent from the data that the destination host re
eives.Our preliminary results showed that it is very diÆ
ult to determine the 
auseof pa
kets with small TTL values, in parti
ular the reason why tra
eroutemay have been used. In order to make any 
on
lusions, additional informationis needed, and thus we ex
lude pa
kets with small TTL values from the �nalanalysis. This should be an area of future study.5. IP Options. The IP Options �eld is diÆ
ult to abuse be
ause implementationsare supposed to dis
ard unknown options if any are present in a pa
ket [20℄.



17We believe that there are still 
ertain IP options that generally should notbe present in IP pa
kets. Trun
ated options also should not appear in validpa
kets, as they indi
ate that the entire IP header is not present in one pa
ket,thus making the pa
ket invalid. Che
king for trun
ated options 
an be easilyperformed by 
omparing the IP header length of a pa
ket with the pa
ket's size.From all available legitimate IP options we look only for the sour
e routingoption (both stri
t and loose) [20℄, be
ause it is to be used only for debuggingpurposes and typi
ally should not appear in modern internets. There are anumber of atta
ks that use stri
t sour
e routing together with a spoofed sour
eIP address to enable an atta
ker to re
eive responses and establish forged 
om-muni
ation with the target host (see [8℄ for a des
ription of su
h atta
ks). OtherIP options, at the time of this writing, are not known to have potential to harmthe destination.6. Overlapping Data. Overlapping fragments in whi
h all fragments do notagree on the 
ontents of the overlapped region and retransmitted pa
kets that
arry di�erent data from the original transmission always violate proto
ol spe
-i�
ations and should generate alarms. Several IDS implementations ([17℄, [25℄)report su
h 
ases. Even though our resear
h does not take into a

ount the 
on-tent of pa
kets but operates only on pa
ket headers, it is possible in some 
asesto dete
t overlapping pa
kets with di�ering 
ontent by using their 
he
ksums.In our implementation, we ran into a problem of heavy system load on one of themonitors. A number of the tra
es obtained from this monitor had a substantialnumber of missing pa
kets (or \holes"), whi
h 
ould lead to invalid results forthis parti
ular part of the analysis. Thus, 
he
king for overlapping pa
kets withdi�erent 
ontent is not in
luded in our study.



182.3.2 TCP Header AnalysisThe values one 
an pla
e in the TCP header �elds are more restri
ted than in theIP header due to the 
onne
tion-oriented nature of TCP. A single TCP pa
ket is not,however, required to belong to an existing 
onne
tion to be pro
essed by the re
eiverin some way (this is widely used in denial-of-servi
e (DoS) atta
ks). A mali
ious usermight also intentionally try to establish a forged 
onne
tion with the target ma
hine.Our goal is to des
ribe inappropriate values that might be pla
ed in the TCP header�elds and dete
t su
h violations as they appear on the monitored networks.1. Pa
ket Size. Unfragmented IP pa
kets are required to be large enough to holdan entire TCP segment. A

ording to the IP and TCP spe
i�
ations ([20℄ and[21℄ respe
tively), the IP and TCP header lengths 
an not ex
eed 60 o
tets,while all implementations are required to a

ept and re
ommended to sent IPdatagrams of at least 576 o
tets long. This guarantees that every unfragmentedIP datagram 
ontains 
ontrol information for the network and transport layersin full.In the 
ase of fragmentation, the data portion of the �rst IP pa
ket of a fragmentset 
ontaining a TCP segment should be large enough to hold an entire TCPheader. If a TCP header in
ludes many long options, then some of them maynot be in
luded entirely in the �rst IP pa
kets and be 
ontinued in the next IPpa
ket of the fragment set. However, the required part of the TCP header (20o
tets) is normally present entirely in one IP datagram. Splitting TCP headersis sometimes used to pier
e �rewalls, so we 
he
k for fragmented headers.2. TCP Che
ksum. Many pa
kets with 
orre
t IP 
he
ksums have invalid trans-port layer 
he
ksums and should be dis
arded at that layer. Veri�
ation of TCP
he
ksums 
an be useful in several ways.First of all, invalid TCP 
he
ksums might be used in subtle atta
ks wherean atta
ker is aware of the presen
e of a monitor between them and the vi
tim



19ma
hine and tries to 
onvey their a
tivity undete
ted (the atta
k was previouslydes
ribed in the Bro paper [17℄). In su
h atta
ks, an atta
ker sends a pa
ketwith an invalid 
he
ksum and resends it later with the 
orre
t value. If themonitor does not verify the 
he
ksums of pa
kets traversing the link, it mightsee di�erent data than the destination host.Se
ond, 
he
ksum veri�
ation 
an be useful for pa
kets that already have otherTCP violations (for example, invalid 
ombinations of TCP 
ags) to determinewhether the pa
kets should be taken into 
onsideration. If the 
he
ksum isinvalid, they should be dis
ounted on the assumption that they are 
orruptedand the results adjusted a

ordingly.Finally, pro
essing large amounts of data, we 
an use TCP 
he
ksum veri�
ationfor purely statisti
al purposes and provide numeri
al 
on
lusions about the rateof 
orrupted pa
kets in the Internet.We verify TCP 
he
ksums of the 
aptured pa
kets whenever possible. Not all ofour pa
ket tra
es in
lude entire pa
kets and a number of pa
kets from the tra
esare trun
ated. Trun
ated pa
kets were ex
luded from the statisti
al analysis of
orrupted pa
kets.3. Port Numbers. Virtually any 
ombination of sour
e and destination portnumbers 
an be valid. The only obvious ex
eption to this rule is the reservednumber zero. Neither the sour
e nor destination TCP port number 
an bezero a

ording to the 
urrent standard [21℄. We re
ord all pa
kets where eitherone of these two port numbers is equal to zero after verifying that the pa
ketsthemselves are valid whenever possible (i.e. their 
he
ksums are 
orre
t).4. TCP Flags. The TCP 
ags o

upy six bits in the TCP header, and only a few
ombinations of those six 
ags 
an be 
arried in a TCP pa
ket. A

ording to theTCP standard [21℄, URG and PSH 
ags 
an be used only when a pa
ket 
arries



20data. Thus, for instan
e, 
ombinations of [SYN and URG℄ or [SYN and PSH℄be
ome invalid. Moreover, any 
ombination of more than one of SYN, RST,and FIN 
ags is also invalid1. Illegitimate 
ombinations of TCP 
ags are knownto be used in so-
alled \Xmas Tree" s
anning and operating system dete
tionte
hniques [6℄. We 
he
k whether a TCP pa
ket has a valid 
ombination of 
agsand any proto
ol violations are reported by the system.5. Reserved bits. The original TCP spe
i�
ation reserves six bits in the TCPheader for future use. More re
ent extensions to TCP [22℄, [11℄ utilize someof those bits. However, those extensions are not deployed yet and are mostlyexperimental do
uments at the time of this writing2. Setting the reserved bits toan arbitrary value might harm poor TCP implementations, therefore we 
he
kthe reserved �eld in the TCP header and analyze all non-zero 
ases.6. A
knowledgments for never-sent data. It would be useful to dete
t a
-knowledgments for pa
kets that were never transmitted to defend against in-
orre
t implementations or mali
ious users. Bro [17℄ is known to report su
h
ases but we 
urrently do not have statisti
s for su
h violations and do notin
lude this in the analysis. Again, the reason is that a number of our pa
kettra
es had holes in them, whi
h 
ould substantially a�e
t or even invalidate ourresults, de
ide we to perform su
h dete
tion.2.3.3 UDP Header AnalysisThe main emphasis of this thesis is on TCP pa
kets and thus we do not per-form extensive analysis of transport proto
ols other than TCP. However, we 
olle
tinformation about invalid UDP 
he
ksums for statisti
al purposes.1A

ording to the T/TCP RFC [3℄, a pa
ket that in
ludes both SYN and FIN 
ags might be valid ifit 
arries a CC or CC.NEW option. In our analysis, we take into a

ount these options even thoughthe implementation of T/TCP is experimental and is not a 
urrent standard.2Expli
it Congestion Noti�
ation (ECN) [22℄ has sin
e be
ome a proposed standard, but was not soat the time of 
apturing our pa
ket tra
es.



212.4 Analyzed DataDuring our experiments we analyzed tra
es gathered November 2000 through June2001 at di�erent times of the day on two links des
ribed above. Ea
h tra
e �le
onsisted of several million pa
kets and the total number of analyzed pa
kets totaledover 300,000,000. Tra
es gathered on di�erent links are analyzed separately due tothe di�erent nature of the traÆ
 traversing the links. The total number of reportedwarnings over all of the analyzed data was approximately 300,000, with over 75% ofthem 
oming from one tra
e �le.
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3. RESULTSThis 
hapter provides a detailed analysis of the results obtained from our experimentsand a des
ription of all of the types of errors generated by the system. We also pro-vide statisti
al results and error rate distributions later in this 
hapter. All errorsre
orded after analyzing the pa
kets on the global link are summarized in Table 3.1,and errors triggered by pa
kets from the lo
al network are shown in Table 3.2. The\Pa
kets" 
olumn in these tables represents the number of unique pa
kets that gen-erated errors, and the \Warnings" 
olumn shows the exa
t number of errors that thesystem re
orded, with possibly more than one error per pa
ket. It 
an be seen thatthe system did not observe all known types of violations and did not generate allpossible types of errors, whi
h tells us either that the amount of data analyzed wasnot large enough to dete
t su
h pa
kets and 
al
ulate their rate or that they do notexist in large numbers on the Internet.The nature and 
ontent of the traÆ
 from the two monitored links di�ers sub-stantially, whi
h dire
tly in
uen
es the number and type of errors obtained from ea
hlink. We performed analysis of the pa
kets from ea
h link separately be
ause of this.Every subse
tion in this 
hapter is divided into two parts | one for the global andlo
al links a

ordingly | where we des
ribe and 
ategorize the errors on a parti
ularlink. Table 3.3 shows the total number of pa
kets analyzed and the number of errorsgenerated for both links for 
omparison. Note that the error rate on the global linkre
e
ts a more realisti
 number than the error rate on the lo
al link. The latter num-ber is greatly in
uen
ed by the number of pa
kets where neither sour
e or destinationaddress belongs the OU address range | the number of su
h pa
kets rea
hes 98% of



23Table 3.1 Errors Dete
ted on Global Link
Proto Type Pa
kets Error % Warnings Error %Private IP addresses 13,830 22.20% 16,199 24.99%Out of OU range IP addresses 283 0.45% 283 0.44%Other IP address violations 280 0.45% 280 0.43%IP Improper IP options 0 0.00% 0 0.00%Too short IP pa
kets 0 0.00% 0 0.00%Same sour
e and destination IPs 0 0.00% 0 0.00%Invalid TCP 
ags 196 0.31% 196 0.30%Zero port number 136 0.22% 136 0.21%TCP Non-zero reserved bits 1,047 1.68% 1,221 1.88%Too short TCP pa
kets 0 0.00% 0 0.00%Invalid TCP 
he
ksums 46,466 74.60% 46,466 71.67%UDP Invalid UDP 
he
ksums 49 0.08% 49 0.08%Total number 62,287 100.00% 64,830 100.00%all errors obtained from the link. More detailed analysis of these pa
kets is providedlater in this 
hapter.We will start with a detailed analysis of the pa
kets that triggered warnings duringthe 
he
king of the IP header, then pro
eed with the analysis of TCP-based errors,and �nally provide 
he
ksum statisti
s.3.1 IP AnalysisTables 3.1 and 3.2 show that we obtained quantitative results for only three typesof IP abnormalities out of the six known to the system. In this se
tion, we provide
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Table 3.2 Errors Dete
ted on Lo
al Network

Proto Type Pa
kets Error % Warnings Error %Private IP addresses 2,703 1.08% 3,708 1.48%Out of OU range IP addresses 244,833 98.00% 244,833 97.59%Other IP address violations 0 0.00% 0 0.00%IP Improper IP options 0 0.00% 0 0.00%Too short IP pa
kets 0 0.00% 0 0.00%Same sour
e and destination IPs 0 0.00% 0 0.00%Invalid TCP 
ags 51 0.02% 51 0.02%Zero port number 6 0.00% 6 0.00%TCP Non-zero reserved bits 61 0.02% 108 0.04%Too short TCP pa
kets 0 0.00% 0 0.00%Invalid TCP Che
ksums 2,178 0.87% 2,178 0.87%UDP Invalid UDP Che
ksums 6 0.00% 6 0.00%Total number 249,838 100.00% 250,890 100.00%
Table 3.3 Pa
kets Analyzed on Both LinksType Total Pa
kets Errors Error RateGlobal Link 247,873,366 62,291 0.025%Lo
al Network 54,696,049 249,838 0.457%



25detailed analysis of only those types of errors that produ
ed results.3.1.1 Private IP AddressesCurrently Ohio University utilizes a few private networks for internal departmentaluse and private 
ommuni
ation between 
ertain types of hosts. These networks usethe 
lass A private IP addresses (10.0.0.0/8) and are typi
ally prote
ted with �rewallsthat perform IP address translation (NAT) [26℄. Ohio University is not known touse the other ranges of private addresses and has not done so during re
ent years.Therefore pa
kets destined to private IP addresses other than these 
lass A addresses
ould not be 
aused by old 
on�gurations left from previous address s
hema. Thisallows us to assume that pa
kets 
arrying private IP addresses other than 10.0.0.0/8have some other origin.3.1.1.1 Global LinkResults obtained during our experiments at the global link showed a large numberof pa
kets sent either to or from private IP addresses. Moreover, the logged pa
kets
ontain IP addresses that belong to all 
lasses of private networks. The distributionof these pa
kets 
ontaining private IP addresses by address ranges and the type ofaddress whi
h is private | sour
e, destination, or both | is shown in Table 3.4.Note that the total number of pa
kets that fall into ea
h address range represents thenumber of pa
kets that triggered su
h warnings and is not ne
essarily equal to thesum of pa
kets going to and from private addresses from that address range.We found that pa
kets destined for private IP addresses are sent by various OhioUniversity hosts that run di�erent operating systems and have di�erent 
on�gura-tions. Thus the presen
e of su
h pa
kets 
an not be wholly explained either by errorsin implementation or by improper default 
on�guration of a 
ertain operating system.These pa
kets do not belong to the Ohio University IP address spa
e and thereforetend to leave the domain. They are normally eventually blo
ked by router rules ordis
arded either due to absen
e of routes for su
h IP addresses or after the maximum



26Table 3.4 Distribution of Pa
kets Containing Private IP Addresses by Address Typeon Global LinkPrivate IP Address Range From To Both TotalClass A private IP addresses (10.0.0.0/8) 2,489 4,661 2,263 4,887Class B private IP addresses (172.16.0.0/12) 10 3,682 0 3,692Class C private IP addresses (192.168.0.0/16) 523 4,834 106 5,251Total number 3,022 13,175 2,369 13,830number of hops is rea
hed.Pa
kets with private sour
e addresses 
an o

ur for several reasons. Some of thesepa
kets 
ould have 
ome from hosts with private IP addresses legitimately assignedto them and are seen by the monitor due to errors in router software or 
on�guration.Another reason is that the hosts 
ould have been unable to obtain legitimate IPaddresses or used the private addresses by mistake. It is also possible that somepa
kets 
ould have 
ome from hosts that spoofed sour
e addresses. Unfortunately, itis impossible to obtain the real sour
e addresses of those pa
kets on the global linkwithout applying spe
ial IP tra
eba
k te
hniques. All pa
kets seen on the link 
omefrom the routers 
onne
ted to the link and therefore lose their original hardware layerinformation. We determined, however, that the majority of the pa
kets with privatesour
e addresses were sent to private destination addresses as well (normally to their
orresponding dire
ted broad
ast address), whi
h makes the probability of addressspoo�ng smaller. The purpose of address spoo�ng is to eliminate the possibility ofthe atta
ker's ma
hine to be dis
losed, and if the destination IP address is private,i.e. there is no potential vi
tim host, address spoo�ng is not likely to take pla
e.The distribution of pa
kets with private IP addresses by proto
ol and pa
ket typeis shown in Table 3.5. One 
an see that the majority of all pa
kets 
ontaining pri-



27Table 3.5 Distribution of Pa
kets Containing Private IP Addresses by Pa
ket Typeon Global Link { This table in
ludes all types of addresses being private | sour
e,destination, or both, | and all ranges of private IP addresses listed in Table 3.4.Proto Type Pa
kets Per
ent Total Per
entE
ho Request 1,338 9.7%Host Unrea
hable 92 0.7%ICMP Time Ex
eeded 62 0.4% 1,512 10.9%Port Unrea
hable 16 0.1%Other 4 0.0%NetBIOS Name Servi
e 3,022 21.9%DHCP 2,041 14.8%UDP DNS 407 2.9% 8,142 58.9%Other 2,672 19.3%No data 4,094 29.6%TCP With data 81 0.6% 4,175 30.2%Other 1 0.0% 1 0.0%Total 13,830 100.0% 13,830 100.0%vate IP address are UDP pa
kets. A very large number of them appear to belong toNetBIOS name servi
e traÆ
 and target private IP addresses. The ma
hines sendingthese pa
kets obviously do not get any response and 
ould have been mis
on�gured ortaken an in
orre
t default value. The next largest group of UDP pa
kets are DHCPpa
kets broad
ast from private addresses to the dire
ted broad
ast address1. All ofthem appear to be unsu

essful attempts to lo
ate a DHCP server. DNS traÆ
 also
omprises a large number of the erroneous pa
kets that 
ome from private IP ad-1A

ording to the DHCP spe
i�
ations [4℄, DHCP messages broad
ast by a 
lient prior to obtainingan IP address from a DHCP server must have the sour
e IP address set to 0.



28dresses. These pa
kets are failed attempts to 
onne
t to a DNS server. All of theremaining UDP pa
kets are grouped as \other." This group is rather large and 
on-sists mostly of pa
kets sent to or from private addresses on high port numbers. Someof them (those sent to routable addresses) triggered ICMP PORT UNREACHABLEmessages [19℄ in response.TCP traÆ
 also 
omprises a large portion of the pa
kets 
ontaining private IPaddresses. The majority of them are attempts to establish 
onne
tions with hostshaving private IP addresses, but other types of pa
ket are also not un
ommon. Thetra
es in
lude a lot of single FIN, RST, and random data and ACK pa
kets. Some ofthe pa
kets sent from private IP addresses triggered RST pa
kets in response. Themost 
ommonly used port numbers in the SYN pa
kets are 80 and 139 (HTTP andNetBIOS, respe
tively). A large number of pa
kets from this 
ategory (about 95% ofall of the TCP pa
kets) are generated lo
ally and leave the domain. They are eitherattempts to 
onne
t to ma
hines with private IP addresses from lo
al IP addressesor try to rea
h global non-OU addresses and 
ome from private addresses. Theremaining 5% of these pa
kets 
ome to the university from private IP addresses. We
onsider pa
kets 
oming to our network from unroutable addresses more suspi
iousthan pa
kets generated lo
ally.The third largest group of errors in this 
ategory belongs to ICMP traÆ
. Themajority of these ICMP pa
kets are ECHO REQUESTs sent to a host with a privateIP address with no response (note that there are no ICMP ECHO REPLY pa
kets
orresponding to these request pa
kets in the tra
es). Sin
e the pings 
ome fromvalid, routable IP addresses and target non-existent hosts, the probability that theywere sent by a mali
ious user is slim. More likely, they 
ould have been 
aused bymis
on�guration. Other ICMP types present in the log �les are as follows:� HOST UNREACHABLE messages (sent from private IPs and reporting un-availability of regular, non-private addresses. We suspe
t they 
ould have beensent by routers that use private IP addresses on one of their interfa
es and were



29Table 3.6 Distribution of Pa
kets Containing Private IP Addresses Captured onLo
al NetworkPhysi
al Layer Address Network Layer Address Pa
kets Per
entLo
al to Lo
al Private to Broad
ast 2,595 96.00%Gateway to Lo
al Private to Lo
al 69 2.55%Lo
al to Gateway Lo
al to Private 39 1.44%Total 2,703 100.00%not able to route the pa
kets beyond that link);� UDP PORT UNREACHABLE messages (reporting unrea
hable ports on ma-
hines with regular IPs and sent in response to pa
kets 
oming from private IPaddresses);� TIME EXCEEDED messages (similar to HOST UNREACHABLE errors, sentfrom private IP addresses to Ohio University hosts).3.1.1.2 Lo
al NetworkThe distribution of pa
kets 
ontaining private IP addresses that were 
aptured onthe lo
al link is shown in Table 3.6. The �rst and largest 
ategory of these pa
ketsdoes not 
ontain global IP addresses at all | the pa
kets are sent from private todire
ted and undire
ted broad
ast addresses. Sin
e private IP addresses are valid ona lo
al network, we leave this 
ategory and do not try to explore the 
ause of thesepa
kets. Note, however, that these broad
ast pa
kets did not trigger a response andthus are not likely to belong to valid 
onne
tions. The two other 
ategories are morevaluable for our resear
h, and they are further subdivided and shown in Table 3.7.� Case 1: The �rst 
ategory in
ludes UDP NetBIOS name servi
e request pa
ketssent from a private IP address and ICMP PORT UNREACHABLE messages



30Table 3.7 Categories of Pa
kets with Private IP Addresses Violations Captured onLo
al Network
Type Number Possible CauseUDP NetBIOS NS pa
kets and responses to them 6 Mis
on�gurationICMP pa
kets 10 Mis
on�gurationStrange TCP pa
kets asso
iated with port 80 78 Poor implementationUnexpe
ted TCP pa
kets 14 VariesTotal 108sent in response. We believe that the pa
kets in this 
ategory are not likely tohave been sent by a mali
ious user sin
e their number and rate are not highand their 
on�guration looks typi
al. Also, the pa
kets 
ould not have beensent expe
ting a reply sin
e the sour
e IP address is not routable on the globalInternet. Thus, we 
on
lude that they were 
aused by mis
on�guration on thesender.� Case 2: All ICMP pa
kets were in
luded in one 
ategory. We 
aptured severaltypes of di�erent ICMP pa
kets with private IP addresses. Most of them areICMP ECHO REQUEST pa
kets sent from private addresses and replies tothem. We also saw ICMP TIME EXCEEDED and SOURCE QUENCH pa
kets.It is very diÆ
ult to determine the reason why we see su
h pa
kets due to thestateless nature of ICMP. However, we believe that the sender did neither bene�tfrom nor gain any information by sending these pa
kets, and their numberis not large enough to harm the destination2. Therefore we believe that the2This group in
ludes one ICMP SOURCE QUENCH pa
ket sent form a private address. Eventhough SOURCE QUENCH pa
kets may potentially be used in DoS atta
ks and substantially redu
e



31pa
kets were 
aused by improper 
on�guration or mistaken usage of private IPaddresses.� Case 3: This group in
ludes TCP pa
kets sent on port 80 from private ad-dresses as well as pa
kets sent in response to them. We analyzed the traÆ
asso
iated with the hosts that re
eived su
h pa
kets and determined that allof them had 
onne
tions with external servers on port 80 at the time of theabove mentioned pa
kets were 
aptured. The pa
kets originated from the pri-vate addresses would be expe
ted to 
ome from globally routable IP addresses(the destination IP address, both TCP port numbers, and the sequen
e numbermat
hed existing 
onne
tions) but were sent from private addresses instead.There are two types of su
h pa
kets | RST pa
kets sent by the server afterthe 
lient resets the 
onne
tion and ACK pa
kets 
oming from the server toa
knowledge the se
ond FIN and 
ompletely end the 
onne
tion. The ACKpa
kets triggered RST pa
kets sin
e there was no 
onne
tion asso
iated withthe private IP address.The two types of these pa
kets have one thing in 
ommon | they appearafter either two FIN pa
kets or a RST pa
ket; i.e. when a 
onne
tion 
an be
onsidered 
losed. We found four di�erent web servers that issued su
h pa
kets.The web servers 
losed other 
onne
tions 
orre
tly and transmitted pa
ketswith private IP addresses only in some rare 
ases. Therefore we suspe
t thatthe 
ause of the problem is either poorly written software running on these hostsor errors in software that performs address translation of 
orporate web serversbehind �rewalls.� Case 4: The last group 
ombines all of the remaining pa
kets, whi
h happenedto be unsoli
ited TCP pa
kets 
oming from private IP addresses. They are notthe rate at whi
h the vi
tim host sends pa
kets, we believe that the only SOURCE QUENCH pa
ketthat our system re
orded 
ould not a�e
t the rate at whi
h the destination host sends pa
ketsdramati
ally even if the pa
ket was formed 
orre
tly.



32regular data pa
kets but rather SYN, SYN ACK, or FIN pa
kets.One group of pa
kets from this 
ategory 
ontains a number of single FIN pa
ketsthat we believe did not not belong to existing 
onne
tions be
ause there wasno other 
ommuni
ation between the endpoints spe
i�ed in these pa
kets inour tra
e �le. The pa
kets, therefore, 
ould have had their IP addresses set towrong values and 
ould have been the result of an error in network software.Some other pa
kets, espe
ially SYN ACKs, 
ould easily have been ba
ks
atterpa
kets issued by hosts under DoS atta
ks. Ba
ks
atter pa
kets are transmittedby hosts being atta
ked when the atta
ker spoofs the sour
e address and sets itto a random number. We see replies to the atta
k pa
kets if the sour
e addressof the original pa
ket happens to belong to our IP address range3.All other pa
kets that fell in this 
ategory are SYN pa
kets that do not belongto any standard servi
e. Our analysis showed that there was rather a largenumber of unexpe
ted TCP pa
kets of various types (SYN, FIN, RST, regulardata pa
kets with ACK and/or PSH 
ags set), whi
h were sent from randomIP addresses and port numbers and targeted a single port on a single host. Theprivate IP addresses appeared among other addresses. Even though the rate ofsu
h pa
kets was not ne
essarily high enough to disrupt operation of the targethosts, we 
onsider these pa
kets to be a greater threat than all previous typesof pa
kets des
ribed in this subse
tion.3.1.2 IP Addresses Out of the OU Address RangeCurrently, Ohio University o

upies a single 
lass B network (132.235.0.0/16). Allof the pa
kets that we see on the global link are expe
ted to 
ome either to or fromOU address spa
e, while pa
kets on the lo
al link should have at least one IP addressfrom that range and 
an also belong to 
ommuni
ation between two OU hosts. In3For more information about ba
ks
atter analysis see [13℄.



33Table 3.8 Categories of Pa
kets with Addresses Out of the OU Address RangeObtained on Lo
al LinkCase Category Pa
kets Per
ent Cause1 Pa
kets from private Mi
rosoftIP addresses 7,260 2.97% Mi
rosoft OSspe
i�
s2 DHCP pa
kets from aol.
om IPaddress spa
e 8,490 3.48% Erroneous soft-ware3 IGMP pa
kets from 2.0.0.xthrough 6.0.0.x 877 0.36% Unknown4 Limited broad
ast pa
kets fromthe router 228,054 93.43% Distributed DoSatta
k5 Other 152 0.06% UnknownTotal 244,833 100.00%both 
ases, at least one address in ea
h IP pa
ket should be from the OU addressrange. All pa
kets that do not obey that simple requirement are worth examination.First we pro
eed with the analysis of pa
kets from the lo
al network and thenmove on to analysis for the global link. One reason why analysis of the lo
al linkpre
edes the global link this time is that we obtained a larger number of pa
ketswhere neither sour
e nor destination IP address fell within the OU address range onthe lo
al link due to the network spe
i�
s. More importantly, we were able to usehardware addresses to aid in determining the 
ause of su
h pa
kets and therefore
onsider the results from the lo
al monitoring point more pre
ise.3.1.2.1 Lo
al NetworkThe pa
kets from the lo
al link for whi
h neither the sour
e nor destination IPaddress were in the OU address spa
e are 
ategorized in Table 3.8. We des
ribe every
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ategory of these pa
kets and provide a possible 
ause for ea
h of them.� Case 1: This group of pa
kets in
ludes pa
kets sent by lo
al hosts using IPaddresses in the range 169.254.0.0 { 169.254.255.255 as their sour
e addresses.This range of IP addresses belongs to the Mi
rosoft-reserved 
lass B network169.254.0.0/16, whi
h is used by the Windows operating system. A

ording toMi
rosoft do
umentation [12℄, Windows hosts use addresses from this range dur-ing so-
alled \automati
 
on�guration" if they are 
on�gured to use DHCP [4℄and 
annot obtain an IP address from a DHCP server. The addresses are notroutable in the global internet and 
annot be used outside the network.Sin
e we monitor the link to whi
h these Windows hosts are atta
hed dire
tly,we 
an see all of the pa
kets issued by them. Pa
kets sent from the Mi
rosoftprivate IP addresses 
onsist of several types: IGMP pa
kets sent to multi
astaddresses, NetBIOS name and datagram servi
e pa
kets sent to their dire
tedbroad
ast address, and DHCP INFORM pa
kets sent to the limited broad
astIP address. Pa
kets from all of the above groups were sent to either multi
astor broad
ast addresses and none of them re
eived responses.One type of pa
ket sent by these 
omputers with private Mi
rosoft addressesis DHCP INFORM messages. DHCP INFORM messages were designed tobe used by hosts that externally obtain their IP addresses (su
h as via manual
on�guration) and wish to get other network parameters by means of DHCP [4℄.All hosts other than the router on our network use DHCP to get their IPaddresses and other network parameters from the server. Therefore they shouldnot be issuing DHCP INFORM messages to the server. Analysis of the traÆ
on the network shows that the hosts with private Mi
rosoft addresses did notattempt to broad
ast DHCP DISCOVER messages. Ironi
ally, they sent onlyDHCP INFORM pa
kets to retrieve network parameters from a DHCP serverlike ma
hines that have stati
ally 
on�gured and known IP address.



35� Case 2: The next group of pa
kets with both sour
e and destination addressesoutside of the range of our network are DHCP pa
kets sent from 172.128.x.x {172.186.x.x IP addresses. This range of IP addresses belongs to aol.
om. Thegreat majority of the pa
kets are DHCP INFORM pa
kets sent to the limitedbroad
ast IP address, and a small portion of them are IGMP pa
kets sent toa multi
ast address. There are also single TCP, ICMP, and other than DHCPUDP pa
kets that 
omprise a negligibly small portion of the pa
kets from this
ategory.A web page on the AOL site [2℄ states that Ameri
a On-line (AOL) 
lientsoftware uses IP addresses from the AOL address spa
e even in 
ases whena 
lient host has already been pre
on�gured with a globally valid IP address.The page says that pa
ket en
apsulation is used to route pa
kets from AOLservers to their 
lients but no en
apsulation is used in the other dire
tion, fromthe 
lients to servers. This means that with the s
heme des
ribed above weshould see a large number of pa
kets on the lo
al network sent from the AOLIP addresses to their server ma
hines. The majority of pa
kets 
aptured onour network that had an AOL address as the sour
e IP address were, however,DHCP pa
kets sent to the limited broad
ast address, whi
h is not 
onformantwith the s
heme presented on the AOL web page.The pa
kets we 
aptured on the lo
al link were originated by a rather largenumber of hosts on the network that used AOL addresses instead of their OhioUniversity addresses. At the time they were using the sour
e addresses fromthis range, these hosts did not use other IP addresses, i.e. their \real" addressesthat appear in other pa
ket tra
es. We suspe
t that lo
al ma
hines that wereunable to obtain their global IP addresses from the DHCP server tried to useother IP addresses, i.e. assigned to them by AOL software, to obtain othernetwork parameters. While the 
ause of the pa
kets issued from the above



36mentioned IP addresses 
ould be spe
i�
s in implementation of the AOL 
lientsoftware, hosts should not sent DHCP INFORM pa
kets on networks whereaddress assignment is performed dynami
ally.� Case 3: Some other pa
kets that fell into this 
ategory of erroneous pa
kets areIGMP report pa
kets sent to several multi
ast addresses from sour
e addresseslike 2.0.0.1, 3.0.0.2, 4.0.0.3, and 6.0.0.5. All hosts that sent su
h pa
kets areknown to run the Windows operating system. We were unable to �nd moreinformation about these pa
kets and dis
over the reason why they appear onthe network.� Case 4: The largest group of pa
kets with IP addresses out of the OU range
ame to the monitored network from the router. They were sent from variousIP addresses outside of the range of the lo
al network and targeted the limitedbroad
ast address. In order for su
h pa
kets to enter the network, the routermust allow forwarding of limited broad
ast pa
kets.Our �rst tra
es in
luded very few pa
kets of this type, usually sent from a sin-gle IP address. However, one tra
e in
luded an enormous number of ICMPECHO REQUEST pa
kets that entered the network and triggered an evengreater number of ICMP ECHO REPLIES in response. The ECHO REQUESTpa
kets 
ame from about 25 di�erent IP addresses with domain names in Aus-tria, the Cze
h Republi
, Estonia, Finland, Germany, Gree
e, I
eland, Italy,the Netherlands, Sweden, the United Kingdom, the USA, and possibly others4.Even though our router allowed the limited broad
ast pa
ket to 
ome through5,forwarding of su
h pa
kets should normally be disabled on routers. We be-lieve that these pa
kets 
ould not be originated outside of the Ohio University4We were unable to resolve the names of all IP addresses.5After obtaining this tra
e, limited broad
ast forwarding was disabled at the router and similar 
asesdo not appear in the following tra
es.



37network (they would have been dis
arded at the ISP before entering the univer-sity), but rather 
ame from a lo
al ma
hine and had their IP addresses spoofed.Sin
e the number of ECHO REQUESTs that we 
aptured was very large andthe number of responses was thousands of times larger, we | with some degreeof 
ertainty | 
an 
on
lude that all ma
hines on the lo
al network parti
ipatedin a distributed DoS (DDoS) atta
k against the above mentioned ma
hines inEurope and the US. The atta
k targeted hosts running di�erent servi
es likeHTTP, name servi
e, database system, and IRC servers as the names of thema
hines suggest.� Case 5: This 
ategory in
ludes all pa
kets that did not fall in any other 
aseslisted above and 
onsists of NetBIOS and IGMP pa
kets sent from unusual IPaddresses (for instan
e, 128.128.128.128 or 4.0.1.0) to the dire
ted broad
ast ad-dress. Similar to other pa
kets 
oming from invalid IP addresses, these pa
ketsfailed to re
eive responses. They were sent from only two hosts and we assumethat the errors 
ould have been 
aused by mis
on�guration of the hosts.3.1.2.2 Global LinkAs mentioned above, we obtained a smaller number of pa
kets with both sour
eand destination addresses out of the OU address range on the global link than at thelo
al monitoring point. The reason is that many of su
h pa
kets on the lo
al networkare limited broad
ast pa
kets whi
h were not forwarded up to the global link. Thenumber of pa
ket types is also less than the 
orresponding number from the lo
allink. The results from the global link are shown in Table 3.9.� Case 1: All pa
kets from this group 
ome from the private Mi
rosoft addressesand are related to NetBIOS servi
es. The majority of them are name anddatagram servi
e requests sent to the dire
ted broad
ast address. Some of thepa
kets from this 
ategory are sent to IP addresses outside of the OU address



38Table 3.9 Categories of Pa
ket with Addresses Out of the OU Address RangeObtained on the Global LinkCase Category Pa
kets Per
ent Cause1 Pa
kets from private Mi
rosoftaddresses 250 88.3% Mi
rosoft OSspe
i�
s2 Pa
kets from aol.
om IP addressspa
e 33 11.7% UnknownTotal 283 100.0%range. It is evident that the equivalent 
ategory of pa
kets from the lo
al link(see subse
tion 3.1.2.1) in
luded more diverse types of pa
kets. This 
an beexplained by the fa
t that not all pa
kets from this 
ategory originating onlo
al networks rea
h the global monitoring point. A large number of them arebroad
ast pa
kets that are not intended to leave the physi
al link.The private Mi
rosoft IP addresses were designed to be used on the lo
al net-work only when a global IP address is not available [12℄. Unfortunately, itis impossible to either prevent pa
kets sent from these addresses from leav-ing the lo
al network or pa
kets sent to these addresses from going outside6without adding spe
ial rules. We suggest that IP addresses from the range169.254.0.0 { 169.254.255.255 are treated as private IP addresses and �lteredout at the routers.� Case 2: The se
ond group of pa
kets that do not 
arry IP addresses fromthe OU address spa
e and 
onsequently should not appear on the OU network
ome from IP addresses belonging to aol.
om. The number of these pa
kets6More pre
isely, pa
kets sent to the private Mi
rosoft addresses tend to go to the default router andleave the domain sin
e their lo
ation is unde�ned.



39observed on the global link is mu
h smaller than the number of pa
kets fromthe equivalent 
ategory obtained from the lo
al link (see se
tion 3.1.2.1). Similarto Case 1, the majority of the pa
kets sent from the aol.
om addresses do notleave the network of their origin and do not rea
h the global monitoring point.Almost all of the pa
kets in this 
ategory are TCP RST pa
kets sent to variousIP addresses in the global internet. We veri�ed that the pa
kets are not relatedto any 
ommuni
ation underway at the time of 
apturing these pa
kets as bestas possible | neither the IP of the other end nor port number mat
hed existing,known 
onne
tions. More detailed analysis of the hosts sending these pa
kets
ould not be 
ondu
ted due to the unavailability of the original physi
al layerinformation on the global link. Usage of IP tra
eba
k systems would be verybene�
ial in determining the real sour
e of the pa
kets.Even though we know that Ameri
a On-line software uses IP addresses di�erentfrom the addresses assigned to the 
lient ma
hines [2℄, we 
an not 
on
ludethat the 
ause of these pa
kets was improper software implementation. Thesepa
kets target real-world hosts whi
h will possibly trigger responses to aol.
omma
hines. If su
h pa
kets are not blo
ked by the end system routers, aol.
omand other hosts on the internet get a lot of possibly unexpe
ted pa
kets.An interesting observation is that the majority of the pa
kets that had both thesour
e and destination addresses out of the OU address range were sent during morn-ing hours | 85% of all pa
kets from this 
ategory were found in 9 a.m. pa
kettra
es. We do not possess enough information about the hosts sending these pa
ketsto explain this phenomenon, but found it noteworthy.3.1.3 Other IP Address ViolationsThis se
tion des
ribes the remaining IP address violations that were dete
tedduring our experiments. These kinds of violations 
ome from so-
alled \spe
ial" IPaddresses that may not be legitimately used as either the sour
e address, destination



40address, or possibly either one [24℄.In general, IP addresses 
an be represented using the following notation:IP-address = f<network number>, <host number>gorIP-address = f<network number>, <subnet number>, <host number>gThe lengths of the network and subnet (if present) numbers are �xed and lo
allyknown for any given host. In the global internet, however, it is impossible to determinethe network pre�x length for any arbitrary host. With deployment of 
lassless inter-domain routing (CIDR), network pre�x lengths vary from subs
riber to subs
riberand range from 8 to 27 bits. Under these 
ir
umstan
es, not only 
an we not knowthe network or subnet number lengths, but we 
an not �nd out whether a parti
ularnetwork has subnets either. Therefore we use the �rst notation from the two givenabove and do not in
lude subnets in our analysis. We also use the notation \1...1" toindi
ate that a �eld 
ontains all 1 bits.Using the assumptions above, some 
ommon spe
ial 
ases of IP addresses are asfollows:1. f0, 0g This host on this network. Can only be used as a sour
e address.2. f0, <host number>g Spe
i�ed host on this network. Can only be used as asour
e address.3. f1...1, 1...1g Limited broad
ast. Can only be used as a destination address, anda datagram with this address must never be forwarded outside the network oforigin.4. f<network number>, 1...1g Dire
ted broad
ast to spe
i�ed network. Can onlybe used as a destination address.5. f127, anyg Internal host loopba
k address. Should never appear outside a host.



41Table 3.10 Dete
ted IP Address Violations on Global LinkCase Des
ription Used As Pa
kets Per
ent1 This host on this network Destination 0 0.0%2 Spe
i�ed host on this network Destination 153 54.6%3 Limited broad
ast Sour
e 127 45.4%4 Dire
ted broad
ast to a network Sour
e 0 0.0%5 Internal host loopba
k address Either 0 0.0%Total number of pa
kets 280 100.0%It 
an be seen that Cases 2 and 4 require us to know network pre�x lengthsof all IP addresses that traverse our links. While it is impossible to determine theexa
t pre�x lengths, we know that all of them are at least 8 bits long. We alsobelieve that network pre�x lengths greater than 24 bits are not 
ommon in the globalinternet. This gives us the host portion of an IP address being at least 8 bits long.Having these assumptions, we 
an 
he
k the most signi�
ant byte of an IP address fornetwork number violations and the least signi�
ant byte for host number violations,if the network pre�x length is not known in advan
e.Our system veri�es that all types of \spe
ial" IP addresses are used appropriately(for example, the limited broad
ast address is used only as the destination address);otherwise errors are generated. None of these types of violations were dete
ted onthe lo
al link and therefore in this subse
tion we provide analysis of the pa
kets fromthe global link only.3.1.3.1 Global LinkTable 3.10 summarizes all of the errors dete
ted by the system on the global linkand provides the total number and per
entage of pa
kets that fall into ea
h 
ategory.As 
an be seen, none of the examined pa
kets violated rules 1, 4 or 5. Other types



42Table 3.11 Pa
kets Coming from Limited Broad
ast Address on Global LinkCase Type Pa
kets1 Outgoing ICMP pa
kets (to private Mi
rosoft addresses) 1092 Outgoing pa
kets (to global addresses) 163 In
oming pa
kets (to lo
al addresses) 2Total 127were present in the tra
e �les and analyzed below.Case 2 shows pa
kets that were sent to network 0. These pa
kets 
ould obviouslynot be routed to the destination be
ause no host 
an have a zero network number inthe global internet. The great majority of the pa
kets with the destination networkbeing 0 are SYN pa
kets sent to well known TCP port numbers (we observed 25,80, and 524). There are also several UDP pa
kets that fell in this 
ategory, whi
happeared to belong to NetBIOS name servi
e traÆ
. We believe that both types oferroneous pa
kets were 
aused by mis
on�gured software. This observation be
omesevident in 
ertain 
ases. For example, we re
orded pa
kets from a host that periodi-
ally tried to 
onne
t to another ma
hine with the network number 0 on port 25, dayafter day. Most likely, it had an in
orre
t IP address set in its mail server 
on�gu-ration, whi
h 
ould likely have 
aused this behavior. All of the pa
kets in
luded inthis 
ategory belong to outgoing traÆ
 and are not known to be either dangerous oruseful. We re
ommend they be blo
ked by routers.Case 3 provides statisti
s for pa
kets sent from the IP address 255.255.255.255.These pa
kets are further subdivided in Table 3.11.The largest group of these pa
kets are ICMP UDP PORT UNREACHABLE mes-sages sent to private Mi
rosoft addresses (169.254.0.0/16). The pa
kets in
luded errormessages for di�erent port numbers, but the majority of them were for port 2519.



43We 
ould not know the MAC addresses of the ma
hines that sent these pa
kets andthus 
ould not determine what type of hosts generated the pa
kets. However, webelieve that these pa
kets were sent in response to UDP pa
kets broad
ast from theprivate Mi
rosoft addresses on lo
al networks. The original broad
ast pa
kets sentfrom the private Mi
rosoft addresses 
ould have triggered responses from a 
omputeror another devi
e with a poorly implemented IP sta
k that used the limited broad-
ast address as the sour
e address. We 
ould not see the request pa
kets themselves,be
ause if this is the 
ase they were originated on a lo
al network and would notnormally propagate to other networks. The responses, in turn, went to non-lo
alIP addresses (the private Mi
rosoft IP addresses are not known to the university'srouters) and attempted to leave the domain. There 
ould potentially be more pa
ketson lo
al networks sent from the limited broad
ast address that do not rea
h the globalmonitoring point.The se
ond group in
ludes TCP RST pa
kets sent by Ohio University hosts. Somepa
kets 
oming from the limited broad
ast address inadvertently allowed us to dete
ta number of large network s
ans. During these s
ans, a SYN pa
ket was sent to aparti
ular port, usually 23 or 111 (telnet and SUN remote pro
edure 
all, respe
-tively), on every host on a network in
luding 0. We have dis
overed that some SYNpa
kets sent to network addresses | those with the last o
tet equal to 0 | triggeredreplies ba
k from the IP address 255.255.255.255. These replies 
ould be either RSTor SYN pa
kets, but in either 
ase they were sent from the same limited broad
ast IPaddress. These replies are invalid and, similarly to the UDP PORT UNREACHABLEmessages, 
ould have been sent by a poorly implemented devi
e that responded topa
kets intended for network IP addresses.This group also in
ludes pa
kets not asso
iated with port s
ans. We have deter-mined that one ma
hine outside of the university sent a number of unexpe
ted RSTpa
kets to various IP addresses that belong to the OU address spa
e. One of theseaddresses happened to be a network address (with the last o
tet in the IP address



44equal to 0) that triggered a response from the 255.255.255.255 IP address. Thesepa
kets 
oming to the university are likely ba
ks
atter pa
kets [13℄ that generatedresponses from the same ma
hine or ma
hines having similar IP implementations asin the previous 
ases.The last group of pa
kets 
oming from the limited broad
ast address (Case 3 inTable 3.11) 
onsists of UDP pa
kets 
oming to the university. Note that this is inthe opposite dire
tion from all of the other pa
kets with IP address violations listedin this subse
tion. These pa
kets targeted a high port number and 
aused a UDPPORT UNREACHABLE message in response. Our analysis showed that along withthe pa
kets 
oming from the limited broad
ast address a very large number of UDPpa
kets from various global IP addresses targeted the same port number at that time.The distribution of the sour
e IP addresses seemed random whi
h makes the pa
ketslook like a DoS atta
k.3.2 TCP AnalysisThe results shown in Tables 3.1 and 3.2 provide the number of errors generatedat both the global and lo
al monitoring points. It 
an be seen that, similar to theerrors in the IP header, not all of the types of errors 
he
ked for by the system wereobserved. In this 
ase the system did not re
ord any pa
kets that did not 
arry theentire TCP header, but all other types of erroneous pa
kets were present on bothlinks. In this subse
tion we dis
uss ea
h of the types of TCP errors that were loggedby the system in more detail and present our 
on
lusions about their origin.3.2.1 TCP Pa
kets with Zero PortsThe number of pa
kets dete
ted by the system where at least one of the portnumbers (sour
e or destination) was zero is not large. It 
an be seen that the rateof the pa
kets from this 
ategory on our networks is less than one pa
ket per severalmillion. A reasonable explanation of these pa
kets would be in
orre
t implementa-tions whi
h erroneously set the �eld to a value of zero (and as we will see further in



45Table 3.12 Types of Pa
kets with Zero Ports on Global LinkCase Category Pa
kets Per
ent Possible Cause1 Malformed pa
kets 33 24.26% Corruption2 Unsoli
ited RST pa
kets 2 1.47% Unknown3 SYN pa
kets to port 0 3 2.21% Mis
on�guration4 ACK pa
kets to port 6 98 72.06% Possible atta
kTotal 136 100.00%this subse
tion, the per
entage of the pa
kets from this 
ategory that are 
orruptedor malformed due to in
orre
t implementations is not small). We are not aware ofany work in the network se
urity �eld that lists TCP port 0 as being used to aidnetwork intrusion, but do not ex
lude su
h a possibility. In this se
tion we analyzeall of the pa
kets with zero port numbers, divide them into several 
ategories, andprovide possible 
auses for ea
h 
ategory.3.2.1.1 Global LinkTable 3.12 summarizes all of the 
ategories of pa
kets with zero port numbers
aptured on the global link, and the per
entage of these pa
kets that fall into ea
h
ategory. The �rst three groups represent pa
kets that we 
onsider invalid and suspe
tare 
aused by in
orre
t implementations or 
on�guration. Pa
kets in
luded in group 4in our opinion are more likely to be harmful than the previous 
ategories be
ausethere exists a possibility that they were sent by a mali
ious user. Below we providea detailed des
ription of ea
h 
ategory.� Case 1: The �rst group represents pa
kets that were either 
orrupted in thenetwork or at the sender. Even though not all of the pa
kets from this 
ategoryfailed 
he
ksum veri�
ation, none of them looked like valid pa
kets. The major-



46ity of these pa
kets had an invalid TCP header length, in
orre
t 
ombinationof TCP 
ags, nonstandard options that 
ould not be re
ognized, or otherwiseimproper values in other TCP header �elds. A signi�
ant number of them weresent between hosts that had 
ommuni
ations underway at the time these pa
k-ets were issued, and the pa
kets with zero port numbers look like they 
ouldhave otherwise 
orresponded to open valid 
onne
tions. In the majority of su
h
ases, the sour
e port number was set to zero and the real sour
e port number(the sour
e port number of an existing 
onne
tion) appears to have been usedas the destination port. This pattern is evident in the majority of those pa
kets(31 out of 33 pa
kets), whi
h allows us to 
on
lude that these pa
kets werelikely 
aused by similar errors in TCP implementations. The remaining pa
kets(those that did not follow the s
heme des
ribed above) were either responses tothose pa
kets or malformed pa
kets without any other apparent 
ommuni
ationbetween that pair of hosts. We believe that the latter pa
kets were dis
ardedat the destination.� Case 2: The pa
kets from this 
ategory are RST pa
kets sent from the privateMi
rosoft addresses (169.254.0.0/16)7 to IP addresses in the Ohio Universityaddress range. We believe that those pa
kets 
ould either be a
tual responsesto pa
kets sent by ma
hines that lied about their addresses or erroneous pa
kets
arrying in
orre
t endpoint information. We do not believe that the number ofpa
kets that fell into this 
ategory is suÆ
ient to make more pre
ise 
on
lusions.� Case 3: This group 
onsists of valid SYN pa
kets pa
kets sent to port 0 onOhio University hosts. There was no other 
ommuni
ation between ea
h pairof hosts, whi
h makes these pa
kets unlikely to be part of s
anning or anothermali
ious a
tivity. We believe that mis
on�guration or an in
orre
t usage of anetwork appli
ation is a reasonable assumption in this 
ase. Pa
ket retransmis-7For more information on the private Mi
rosoft addresses see se
tion 3.1.2.1.



47sions that fell into this group followed the standard time in
rements and didnot look abnormal. We should noti
e, however, that only a poor TCP imple-mentation would 
reate these pa
kets, regardless of software 
on�guration atupper network layers.� Case 4: The last group of pa
kets with zero port numbers looks more suspi
iousthan the pa
kets des
ribed above, and all of the pa
kets from this group followeda very spe
i�
 pattern. The pa
kets were simple ACK pa
kets where the sour
eand destination ports were 0 and 6 respe
tively, and all them advertised a TCPwindow of size 0. The majority of these pa
kets were sent in groups logi
allyin
reasing the sequen
e numbers they a
knowledge. About 6% of these pa
ketshad private IP addresses as the sour
e IP address. It is our opinion that theywere sent on purpose using the same tool. The number of su
h pa
kets wasrather large | they 
omprise over 70% of all pa
kets with zero ports | and
ould have been a part of a network atta
k or host dete
tion.3.2.1.2 Lo
al NetworkOur system re
orded only six 
ases of pa
kets with zero port numbers on the lo
alnetwork. We 
onsider �ve of the six pa
kets 
orrupted either in network or at thesender. The reasons range from failed 
he
ksum veri�
ation to invalid header lengthor in
orre
t values in other TCP header �elds that invalidate the pa
kets and their
ontents.The last pa
ket with a zero port number was a RST pa
ket. Having a 
orre
t
he
ksum, it 
ould be either a ba
ks
atter pa
ket or pa
ket in
orre
tly 
onstru
tedat the sender. In the latter 
ase, not only is the port number portion of the headerset to an invalid value, but the IP address also must be a result of a mistake be
ausewe did not observe any other 
ommuni
ation between that pair of hosts.Comparing the lo
al link result with the pa
kets from the same 
ategory obtainedon the global link, we noti
e that the lo
al pa
kets have a lower rate of o

urren
e



48and are not very diverse. They are unlikely to 
orrespond to mali
ious a
tivity andthus are less likely to be dangerous for the destination ma
hines. The pa
kets thatwe 
onsider more dangerous 
ome from outside hosts (as seen on the global link), and
ould be blo
ked at the in
oming router to improve the prote
tion of internal hosts.3.2.2 Invalid TCP FlagsThe 
ontrol bits SYN, FIN, and RST, when set in a TCP header, alter the stateof a 
onne
tion. The remaining 
ags | ACK, PSH, and URG | do not for
e a TCP
onne
tion to enter a di�erent state, but still require additional pro
essing. Atypi
al
ombinations of these 
ags are ambiguous and are not expe
ted at the re
eiver. There-fore, responses to pa
kets 
arrying in
orre
t 
ags might vary from implementation toimplementation and are not always elegant.In this subse
tion, we analyze and 
ategorize all of the TCP pa
kets obtainedon the links monitored during our experiments whi
h had improper 
ombinations ofTCP 
ags . Tables 3.1 and 3.2 at the beginning of this 
hapter show that the rate ofthese pa
kets is low and, on ea
h link respe
tively, it ex
eeds only the rate of pa
ketswith zero port numbers.3.2.2.1 Global LinkTable 3.13 lists all of the groups of pa
kets with invalid 
ombinations of TCP
ags as seen on the global link. All of the pa
kets that failed 
he
ksum veri�
ationare in
luded in the �rst 
ategory. We do not perform any further analysis on thesepa
kets, assuming that they were 
orrupted during transmission. Even if the pa
ketswere 
orrupted by a mali
ious user and transmitted with invalid 
he
ksums, they stillshould be ex
luded from the set of analyzed pa
kets under the assumption that theywill be dis
arded at the destination ma
hine and never be pro
essed.The largest 
ategory of these pa
kets is 
omprised by what we will 
all malformedpa
kets from existing 
onne
tions. This group 
onsists of pa
kets with various 
om-binations of TCP 
ags where the sour
e and destination IP addresses belonged to



49Table 3.13 Types of Pa
kets with Invalid TCP Flags on Global LinkCase Type Pa
kets Per
ent1 Failed Che
ksum 74 37.76%2 Malformed pa
kets from existing 
onne
tions 108 55.10%3 FIN RST to 
lose a 
onne
tion 12 6.12%4 PSH set in SYN 1 0.51%5 Probe pa
kets 1 0.51%Total 196 100.00%hosts that were 
ommuni
ating at the time the tra
es were gathered. More thoroughanalysis showed that these pa
kets had meaningless values in some other �elds of theTCP header (i.e. had bad header lengths, unrealisti
ally large data portion lengths,or 
arried unre
ognized TCP options). A number of these pa
kets also fall into other
ategories of proto
ol violations (e.g. one of the ports had a value of zero). Their
he
ksums, however, were either 
orre
t or 
ould not be veri�ed due to insuÆ
ientsnapshot length. We believe these pa
kets were either malformed at the sendingend or potentially 
orrupted during transmission (for those pa
kets where 
he
ksums
ould not be 
he
ked). This 
ategory is 
omposed of the following pa
ket types:1. Pa
kets with IP addresses and TCP port numbers belonging to open 
onne
tionsbut 
arrying invalid data. In this 
ase, information about both endpoints 
arriedin the pa
kets seemed 
orre
t but either their 
he
ksums, TCP header length,or other �elds had abnormal values.2. Pa
kets in whi
h the \
orre
t" sour
e port number was used as the destinationport, and the sour
e port was set to a random value. A large portion of thesepa
kets had the sour
e port number set to zero. This same error was des
ribed



50earlier during our analysis of TCP pa
kets 
ontaining zero port numbers (seese
tion 3.2.1).3. Pa
kets with apparently 
orre
t values for the sour
e port number (i.e. 
orre-sponding to an open 
onne
tion) but in
orre
t values for the destination portnumber.4. Pa
kets with IP addresses belonging to 
ommuni
ating hosts, but neither one ofthe sour
e or destination port numbers belonged to 
onne
tions that were knownto be open between the hosts. The TCP port numbers 
arried in these pa
ketsvary, but values 18245 and 21536 (as sour
e and destination, respe
tively) werere
orded in several pa
kets.Even though all these pa
kets 
arry valid IP addresses, the �rst type of 
orruptedpa
kets is the most inno
ent be
ause the pa
kets 
an interrupt at most one 
onne
tionbetween one pair of hosts. The other errors introdu
e new port numbers and thusmight be more harmful.The next type of pa
kets with invalid TCP 
ags from Table 3.13 are pa
kets sentto 
lose a 
onne
tion but having had both the FIN and RST 
ags set. These pa
ketswere issued:1. As RST pa
kets in response to an initial SYN or other unsoli
ited pa
ket;2. After a FIN pa
ket in the same dire
tion where the other end did not 
losethe 
onne
tion after some amount of time (3{5 minutes). In some 
ases, morethan one FIN RST pa
ket was issued. All these FIN RST pa
kets appeared tohave been interpreted as RST pa
kets, as no other pa
kets that belonged to the
orresponding 
onne
tions followed these pa
kets.3. After a RST pa
ket in the same dire
tion.



51There is no single, obvious explanation for all of these pa
kets. A number of them,espe
ially those RST pa
kets sent in response to SYN and other unexpe
ted pa
kets,were most likely legitimate pa
kets and meant by the sender to be pure RST pa
kets.However, we believe that su
h pa
kets should still be blo
ked at routers be
ause theyintrodu
e violations of proto
ol spe
i�
ations. The fa
t that these pa
kets are blo
kedshould not have an adverse e�e
t even when the sender is not aware that the pa
ketit sent was not 
orre
t | the host will resend the pa
ket when it determines that thepa
ket did not rea
h the destination (if the other end does not 
lose the 
onne
tion)8.Table 3.13 shows that SYN pa
kets with the PSH 
ag set are also present on thenetwork. A TCP pa
ket 
an have the PSH 
ag set only when it 
arries data [21℄, butthe pa
ket from our data set was apparently a

epted during 
onne
tion establishmentand 
ommuni
ation 
ontinued. Normally su
h pa
kets would not be expe
ted to to
ause damage, but nevertheless they should not be treated as valid pa
kets at thedestination.The last group of pa
kets having abnormal 
ombinations of TCP 
ags 
onsists ofprobe pa
kets. The only pa
ket in this 
ategory had the SYN, FIN, URG, and PSH
ags set. It was issued along with other apparent probe pa
kets whi
h we believewere part of a �ngerprinting attempt9. Thus, our empiri
al results suggest that avery small fra
tion of pa
kets having invalid 
ombinations of TCP 
ags are likely tobe a result of mali
ious a
tivity.3.2.2.2 Lo
al NetworkThe rate of pa
kets having invalid TCP 
ags on the lo
al link was approximatelythe same as the rate of similar pa
kets obtained on the global link. The number ofbytes of the pa
kets 
aptured on the lo
al link that was saved in tra
e �les (the \snap-shot length") was large enough to verify the 
he
ksums of all of the pa
kets; therefore8For more analysis on this �lter rule refer to the Re
ommendations se
tion 4.1.9A popular network s
anner nmap [5℄ is known to send pa
kets with exa
tly the same 
ombinationof TCP 
ags when trying to determine operating system type of a remote host.



52Table 3.14 TCP Pa
kets with Invalid Combinations of TCP Flags from Lo
al LinkCase Type Number Per
ent1 Invalid 
he
ksums 44 86.3%2 Malformed pa
kets 2 3.9%3 FIN RST pa
kets to reset 
onne
tions 5 9.8%Total 51 100.0%the 
he
ksum analysis in this subse
tion is more pre
ise than the 
orresponding anal-ysis of the pa
kets from the global link (see se
tion 3.2.2.1). The results providedhere are 
onformant with the results obtained at the global monitoring point. Thepa
kets are 
ategorized in Table 3.14 and explained below.� Case 1: The largest group of pa
kets having invalid 
ombinations of TCP
ags 
onsists of 
orrupted pa
kets. The rate of 
orrupted pa
kets on the lo
allink is mu
h higher than the same rate on the global link. Most likely weunderestimated the rate of 
orrupted pa
kets on the global link due to theinability to verify all of the 
he
ksums. If we look at the tables more thoroughly,we 
an see that the per
entage of these pa
kets in Table 3.14 is approximatelyequal to the per
entage of both pa
kets with invalid 
he
ksums and malformedpa
kets in Table 3.13. This tells us that our assumption about the invalidity ofpa
kets that we 
alled malformed on the global link was probably 
orre
t, andthat at least a portion of them were unlikely to be 
arrying valid 
he
ksums.An interesting fa
t is that the majority of the pa
kets from this 
ategory (over80% of all of the pa
kets with invalid 
he
ksums) were very similar and didnot look like they were 
orrupted in the network. All of them had the SYN,FIN, RST, and URG bits set, 
arried payload, and were sent from port 18245



53to 21536 (note that su
h pa
kets also appear on on the global link but they arenot as 
ommon). We noti
ed only three ma
hines on the network that re
eivedsu
h pa
kets from hosts outside the university. It is our opinion that they aremore likely to be 
aused by a spe
i�
 program or implementation than network
orruption.� Case 2: This group in
ludes only two pa
kets. One of them had an invalidheader length, and we think it was ignored by the re
eiver be
ause the pa
ketdid not appear to 
hange the 
onne
tion's state as 
ommuni
ation 
ontinuedas usual. The other pa
ket had both the SYN and FIN 
ags set in addition to
arrying data and reporting una

eptable sequen
e numbers. It also apparentlydid not a�e
t the 
onne
tion it 
orresponded to and apparently was ignored bythe re
eiver.� Case 3: We believe that the majority of the FIN RST pa
kets in
luded in this
ategory 
ould have been intended as RST pa
kets. At the lo
al link, one FINRST pa
ket was sent after a 
onne
tion 
lose (FIN pa
kets 
orresponding to that
onne
tion were seen in both dire
tions) and all other pa
kets from this groupwere responses to SYN pa
kets that were sent to reset the 
onne
tions. In thelatter 
ase, it seems likely that the sender of the SYN pa
kets did not interpretthese FIN RST pa
kets as RST pa
kets and therefore repeated attempts toestablish a 
onne
tion several times.3.2.3 TCP Header Reserved BitsThe last element of the TCP header 
onsidered in this work is the reserved bits. Inthis subse
tion, we provide results from the validation of the reserved bits in the TCPheaders of pa
kets seen on the network. The two upper 
ag bits and the other reservedbits are analyzed separately, with the results 
ombined together for 
omparison. Asshown later in this subse
tion, pa
kets that were re
orded as having non-zero reservedbits 
an be divided into a very few groups a

ording to their 
hara
teristi
s | the



54Table 3.15 Pa
kets with Non-zero TCP Reserved Bits on Global LinkType Upper MBZ Both Total Per
entInvalid Che
ksum 92 324 67 349 33.3%Listed in previous se
tions as invalid 90 102 83 109 10.4%ECN-
apable SYN pa
kets 451 0 0 451 43.1%RST pa
kets with one upper bit set 92 0 0 92 8.8%Other 29 41 24 46 4.4%Total 754 467 174 1,047 100.0%majority of them were either 
orrupted pa
kets or legitimate attempts to establishECN-
apable 
onne
tions. The per
entage of pa
kets that fall into ea
h 
ategoryvaries by link.3.2.3.1 Global LinkOur results after pro
essing the data from the global link are shown in Table 3.15.It 
an be seen that the �rst two 
ategories represent pa
kets that we would not
onsider valid. The �rst group 
onsists of pa
kets that failed 
he
ksum veri�
ationtests, and the se
ond group is 
omposed of pa
kets that have already been de
laredinvalid in previous subse
tions. In the latter 
ase, we deal with pa
kets 
arrying zeroports, forbidden 
ombinations of TCP 
ags, and/or in
orre
t values in other header�elds. It should be noted that these 
orrupted or malformed pa
kets are likely tohave non-zero values in either or both of the upper 
ag and MBZ bits. Combinedtogether, these two groups 
omprise a large fra
tion (over 43%) of all of the pa
ketshaving non-zero values in the reserved bits.The next large group of pa
kets that we observed were ECN-
apable SYN pa
ketsthat tried to negotiate the usage of ECN with the re
eiving end. We observed severalhosts that were ECN-
ompliant and willing to use this feature for their 
ommuni-
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ation. However, none of the attempts from our data set were su

essful or led toestablishment of an ECN-
apable 
onne
tion. All of the pa
kets from this group arelegitimate and 
ompose another large portion of the pa
kets in this 
ategory. TheMBZ bits are properly set to zero in all of these SYN pa
kets.Pa
kets from the next group had the RST bit as well as one upper 
ag bit (the mostsigni�
ant bit of byte 14 of the TCP header) set. In most 
ases these RST pa
ketswere sent following FIN pa
kets, whi
h adds another instan
e of non-
onforman
ewith the proto
ol spe
i�
ations. We were not able to determine what these pa
ketsmight mean.The last 
ategory listed in Table 3.15 in
ludes the smallest number of pa
kets withthe prevailing number of them being invalid. Non-zero values in both the upper 
agand MBZ bits are 
ommon. We were unable to verify the TCP 
he
ksums of largedata pa
kets due to insuÆ
ient snapshot length. However, most of the pa
kets fromthis 
ategory had 
ontrol 
ags set together with a non-empty data payload, whi
hmakes our assumption of their 
orruption more plausible. We observed pa
kets that,in addition to having non-zero reserved bits, had some of the following 
hara
teristi
s:� Pa
kets with their data length entered as the destination port number in RSTpa
kets with a non-zero length data portion.� Data pa
kets with 
ontrol bits (FIN, SYN, RST) set (a number of them alsoreport bad header lengths).� Pa
kets with invalid port numbers that 
ould not have belonged to open 
onne
-tions be
ause there was no other 
ommuni
ation between those pairs of hostson the ports spe
i�ed.From all of the types of pa
kets des
ribed above, only the RST pa
kets appearedto be interesting from a se
urity point of view. The 
orrupted or otherwise malformedpa
kets are likely to be dis
arded at the destination host. They normally would not



56Table 3.16 Pa
kets with Non-zero TCP Reserved Bits on Lo
al LinkType Upper MBZ Both Total Per
entInvalid 
he
ksums 44 46 43 47 77.0%Other malformed pa
kets 3 4 3 4 6.6%Normal RST pa
kets 0 7 0 7 11.5%ECN-
apable SYN pa
kets 3 0 0 3 4.9%Total 50 57 46 61 100.0%trigger a response, making the probability of the sender gaining information aboutthe destination ma
hine small. All of the ECN-
apable pa
kets, in turn, 
omply toexisting standards and were designed to be 
ompatible with implementations thatdo not support ECN. Therefore the dominant number of pa
kets from this 
ategory(either legitimate or 
orrupted) 
an be treated as inno
uous as they are unlikely topurport mali
ious intent.3.2.3.2 Lo
al NetworkOur results from the lo
al link are presented in Table 3.16. As one 
an see, themajority of the pa
kets from this 
ategory are 
orrupted as well | either pa
ketswith invalid TCP 
he
ksums or pa
kets with 
orre
t 
he
ksums but improper valuesin other header elements that we believe were reje
ted by the destination hosts. TheRST pa
kets listed as \normal" in the table appeared to have random values in theMBZ bits. They were sent, as best we 
an tell, in response to SYN pa
kets and wereall from the same host. The rest of the pa
kets that we 
aptured were legitimateattempts to establish TCP 
onne
tions that support ECN.



57Table 3.17 Che
ksum Statisti
sProto
ol Link Analyzed Invalid Error RatePa
kets Che
ksumsLo
al 54,696,049 0 N/AIP Global 247,873,366 0 N/ALo
al 30,701,761 2,178 7.09 10�5TCP Global 95,429,544 46,466 4.87 10�4Lo
al 20,805,660 6 2.88 10�7UDP Global 14,897,627 49 3.29 10�63.3 Che
ksum Statisti
sThis se
tion 
ombines the results of 
he
ksum veri�
ation of IP, TCP, and UDPpa
kets. In the 
ase of transport layer proto
ols (TCP and UDP), only the pa
ketsthat were large enough to perform 
he
ksum veri�
ation were in
luded in the statisti
sthat 
orrespond to that transport layer proto
ol. Table 3.17 lists the number ofpa
kets that had invalid 
he
ksums for ea
h proto
ol 
onsidered in the analysis andtheir error rates. It 
ombines the results of 
he
ksum veri�
ation of pa
kets fromglobal and lo
al links.It 
an be seen that we did not re
ord any pa
kets with invalid IP 
he
ksumson either link. The number of bytes 
overed by the IP 
he
ksum is not large10,whi
h redu
es its probability of failure. Also, many routers verify IP 
he
ksums anddis
ard the pa
kets having failed 
he
ksums, whi
h redu
es the number of pa
ketswith 
orrupted IP headers that 
an be seen on a given network. Therefore we believethat our results are realisti
, and the rate of pa
kets that fail IP 
he
ksum veri�
ation10The IP 
he
ksum 
overs only the IP header. Compare this with, for example, the TCP 
he
ksumwhi
h 
overs the entire TCP header, the TCP data, and a part of the IP header.



58is indeed insigni�
ant.Pa
kets with failed TCP and UDP 
he
ksums were present in our tra
e �les, andthe results are also shown in Table 3.17. As mentioned earlier, a number of tra
esfrom the global link had trun
ated pa
kets. Consequently, not all of the 
he
ksumsfor pa
kets from the global link 
ould be veri�ed, and we realize that our statisti
smay be biased. We believe, however, that the results from the global link shown inTable 3.17 represent the lower bound of the rate of 
orrupted pa
kets. Large pa
ketsare more likely to be 
orrupted during transmission than short pa
kets, making thea
tual error rate on the global link probabilisti
ally higher than the error rate of theveri�able pa
kets that were in
luded in our statisti
s.Comparing results from the global and lo
al links, one might qui
kly noti
e thatthe error rates on the global link are almost an order of magnitude higher thanthose on the lo
al link. The error rates on the global link may in reality be evenhigher if we in fa
t underestimated the a
tual number of 
orrupted pa
kets at theglobal link, as hypothesized above. A large number of the pa
kets traversing thelo
al link do not leave the lo
al area network and are not as likely to be 
orruptedduring transmission as pa
kets that travel through the global internet and traverseheterogeneous networks.The error rate of UDP pa
kets is mu
h lower than the rate of 
orrupted TCPpa
kets on both global and lo
al link. The di�eren
e in the rates is similar on bothlinks. We see two possible explanations of the di�eren
e between the rate of theTCP and UDP failed 
he
ksums. First, the UDP standard does not require all UDPdatagrams to use 
he
ksums, and the 
he
ksum �eld is to be set to all zeros if thetransmitter generates no 
he
ksum [18℄. If no 
he
ksum was used for a UDP pa
ket,our software 
ounts the pa
ket toward the pa
kets with 
orre
t 
he
ksums, loweringthe a
tual rate of UDP pa
kets with 
orrupted 
he
ksums. We determined that over40% of UDP pa
kets with veri�able 
he
ksums (i.e. where the 
aptured pa
ket lengthwas long enough to perform 
he
ksum veri�
ation) on the lo
al monitoring point did



59not in
lude 
he
ksums. The per
ent of this 
ategory of UDP pa
kets on the globallink was signi�
antly smaller and 
omprised only 2% of veri�able pa
kets on average.Se
ond, we estimated that an average TCP pa
ket would be longer than an averageUDP pa
ket, whi
h makes the probability of TCP pa
kets being 
orrupted higher thanthat for UDP pa
kets. Our analysis showed that TCP pa
kets on the lo
al link areas twi
e as large as UDP pa
kets 
aptured on that link. The di�eren
e in length iseven larger for pa
kets on the global monitoring point | the average length of TCPpa
kets is equal to 3{4 average-sized UDP pa
kets on that link.Using the reasons des
ribed above, we 
an 
on
lude that if 
he
ksum 
al
ulationwere performed for all UDP pa
kets and these UDP pa
kets were of the same lengthas TCP pa
kets, the rate of UDP pa
kets with 
orrupted 
he
ksums would be ap-proximately four times as large as listed in Table 3.17 for both links. This diminishesthe gap between the rate of TCP and UDP pa
kets with failed 
he
ksums but never-theless leaves the rate of 
orrupted UDP pa
kets mu
h smaller than the rate of TCPpa
kets that failed 
he
ksum veri�
ation.3.4 Pa
ket Distribution AnalysisThis se
tion summarizes results of out analysis detailed in the previous se
tionsand draws more general 
on
lusions about pa
ket error rate. In parti
ular, we evaluatedistribution of pa
kets that triggered warnings over the time of day and also theirdistribution by the possible 
ause. Moreover, we divide all traÆ
 a

ording to thedire
tion of the pa
kets | in
oming, outgoing, or lo
al | and analyze distributionof the pa
kets that triggered warnings over time for ea
h data stream.3.4.1 Pa
ket Distribution Over TimeThe pa
ket tra
es that we in
luded in this study were 
aptured at di�erent timesof the day. In parti
ular, the data from the global link was being 
aptured for ratherbrief periods of time �ve times a day over a 
ourse of seven days. The data gatheringpro
ess always started at the same times (at 3AM, 6AM, 9AM, 3PM, and 11PM),



60whi
h allows us to build error rate distribution over time and easily 
ompare theresults.Pa
kets from the lo
al link were also 
aptured at di�erent times of the day, buttheir starting times were not as systemati
 as at the global link. Consequently, itwould be diÆ
ult to build equivalent distribution for pa
kets from the lo
al link sin
ethe times when data 
apturing started vary from tra
e to tra
e. We also think thatour distribution for the lo
al link 
ould be ina

urate or biased due to the inability toobtain approximately the same number of pa
kets for ea
h period of time in
luded inthe distribution. Therefore, in this subse
tion we take into 
onsideration only pa
ketsfrom the global link and do not build distribution over time of the day for pa
ketsfrom the lo
al link. We, however, provide limited results for the lo
al link when weanalyze distribution of pa
kets going in ea
h dire
tion later in this se
tion.3.4.1.1 Global Error RateFigures 3.1 and 3.2 illustrate the distribution of pa
kets that triggered errors overtime at the global link. Figure 3.1 gives us overall error rates over all tra
es obtainedat a parti
ular hour, and Figure 3.2 provides a �ner view where every data point
orresponds to a single pa
ket tra
e. Ea
h value on the graphs represents the numberof pa
kets that generated warnings divided by the total number of pa
kets 
apturedon the link at that hour. We believe that ratios 
al
ulated in this fashion provide agood basis for data 
omparison over time.As one 
an see from these �gures, the error rates are always higher during businessand evening hours and drop signi�
antly at night. Sin
e a large number of erroneouspa
kets were presumably 
aused by poor implementations or mis
on�guration, weexpe
t that a lot of software that issues su
h pa
kets involves user intervention andis not likely to be system software that runs 
onstantly. Another reason, whi
h iseven more important than the �rst one, is that networks are busier during the day,and errors in data transmission are more likely to o

ur at that time than during thenight. Sin
e a lot of errors are due to failed 
he
ksums, we believe that our results
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kets over Time on Global Linkare realisti
.3.4.1.2 Error Rate of Pa
kets Going in Ea
h Dire
tionIn order to study the in
uen
e of the pa
ket dire
tion on the distribution oferror rate over time, we divide all traÆ
 into in
oming, outgoing, and lo
al and then
ompare error rates for ea
h dire
tion. We used physi
al addresses from the Ethernetframes to determine dire
tion of a pa
ket. For the lo
al link, all pa
kets that 
omefrom or go to the router were 
onsidered in
oming and outgoing respe
tively, and allother pa
kets (both broad
ast and those that target a single host) were 
onsideredlo
al. For the global link, we divide all pa
kets into in
oming and outgoing and donot have the lo
al 
ategory. We start our des
ription with the lo
al link.
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Table 3.18 Distribution of Erroneous Pa
kets by Dire
tion on Lo
al LinkType Errors Error Rate Fra
tion of Fra
tion ofErrors Pa
ketsIn
oming 230,360 9.36 �10�3 92.20% 45.02%Outgoing 101 3.89 �10�6 0.04% 47.56%Lo
al 19,377 4.78 �10�3 7.76% 7.42%Total 249,838 4.57 �10�3 100.00% 100.00%



63Table 3.19 Distribution of Erroneous Pa
kets by Dire
tion on Lo
al Link (Adjusted)Type Errors Error Rate Fra
tion of Fra
tion ofErrors Pa
ketsIn
oming 2,306 9.35 �10�5 10.59% 45.02%Outgoing 101 3.89 �10�6 0.46% 47.56%Lo
al 19,377 4.78 �10�3 88.95% 7.42%Total 21,784 3.99 �10�4 100.00% 100.00%Table 3.18 shows the number of pa
kets that were re
orded as erroneous at thelo
al link for ea
h data dire
tion and their error rate. This table also provides the per-
ent of errors for ea
h dire
tion named \Fra
tion of Errors" (the number of erroneouspa
kets going in one dire
tion divided by the total number of erroneous pa
kets) andper
ent of pa
kets that traversed the link in ea
h dire
tion named \Fra
tion of Pa
k-ets" (the number of all pa
kets going in one dire
tion divided by the total number ofpa
kets seen on the link). The DDoS atta
k des
ribed in se
tion 3.1.2.1 a�e
ts theresults dramati
ally and, in our opinion, this data does not provide realisti
 statisti
s.Therefore, we performed the same 
al
ulations ex
luding the DDoS pa
kets and showthe results in Table 3.19.One 
an see from Table 3.19 that the largest number of pa
kets that triggeredwarnings are lo
al pa
kets (almost 90% of all warnings generated by the system),even though the number of pa
kets that do not leave the network is relatively small(about 7.5% of total traÆ
). The majority of violations in lo
al pa
kets are relatedto invalid IP addresses (pa
kets with private addresses11, pa
kets in whi
h none ofthe addresses belongs to the OU address spa
e, et
.). In
oming pa
kets generated the11Note that private IP addresses are allowed for lo
al 
ommuni
ation in publi
 internets if the pa
ketsdo not leave the link.



64Table 3.20 Distribution of Erroneous Pa
kets by Dire
tion on Global LinkType Errors Error Rate Fra
tion of Fra
tion ofErrors Pa
ketsIn
oming 5,844 5.00 �10�5 9.40% 47.13%Outgoing 56,312 4.30 �10�4 90.60% 52.87%Total 62,156 2.51 �10�4 100.00% 100.00%se
ond largest number of warnings, and pa
kets sent by the lo
al ma
hines to globaladdresses had the smallest number of erroneous pa
kets. Noti
e that the error ratesdi�er by several orders of magnitude.Table 3.20 shows distribution of pa
kets by dire
tion at the global link12. We foundit surprising that the error rate of outgoing pa
kets on the global link is an order ofmagnitude greater than the the error rate of in
oming pa
kets. This phenomenon
an not be easily explained, espe
ially if we take into 
onsideration the fa
t that themajority of pa
kets that triggered warnings are 
orrupted. These results also di�ersubstantially from what we have seen on the lo
al link.Figure 3.3 shows distribution of the error rate of in
oming and outgoing as wellas 
ombined traÆ
 over time on the global link. The shape of the global error rate
urve is governed by the outgoing traÆ
, whi
h is expe
ted sin
e the error rate of theoutgoing traÆ
 is signi�
antly higher in all tra
e �les than the error rate of in
omingtraÆ
.12Note that the number of erroneous pa
kets in Table 3.20 is slightly smaller than the number ofpa
kets provided in Table 3.1 in the beginning of this 
hapter. This 
an be explained by the fa
tthat in this se
tion we in
lude only unique pa
kets in our analysis, while Tables 3.1 and 3.2 showunique pa
kets for ea
h type of violations. The total number of pa
kets in Table 3.1 will be higherwhen the same erroneous pa
ket falls into more than one of the 
ategories listed in that table.
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Figure 3.3. Distribution of Erroneous Pa
kets by Time for Di�erent Pa
ketDire
tions on Global Link3.4.2 Pa
ket Distribution by Possible CauseIn se
tions 3.1 and 3.2 we analyzed all pa
kets that were re
orded as abnormal,divided them into 
ategories, and tried to provide meaningful explanation and possi-ble 
ause for ea
h 
ategory. In this se
tion we divide the same pa
kets into di�erent
ategories a

ording to their possible 
ause derived from our analysis and show theresults. Tables 3.21 and 3.22 summarize our �ndings for the global and lo
al link re-spe
tively. The results presented in Table 3.22 do not in
lude pa
kets that 
orrespondto the DDoS atta
k des
ribed in se
tion 3.1.2.1 and were adjusted a

ordingly13.13With the atta
k in
luded, the \Mali
ious User" 
ategory would 
omprise over 91% of all abnormalpa
kets from the lo
al link and per
entage of all other 
ategories listed in Table 3.22 would s
ale to�ll the remaining spa
e.



66Table 3.21 Distribution of Erroneous Pa
kets by Possible Cause on Global LinkType Pa
kets Per
entLegal Pa
kets 451 0.72%Corrupted Pa
kets 47,234 75.83%Poor Implementation 372 0.60%Mis
on�guration 11,096 17.81%Ba
ks
atter Pa
kets 1 0.00%Mali
ious User 18 0.03%Unknown 3,115 5.00%Total 62,287 100.00%From all of the 
ategories listed in the tables, only pa
kets in
luded in the \Mali-
ious User" and \Unknown" groups might purport mali
ious intent. The \Mali
iousUser" 
ategory 
onsists of only those pa
kets that we, with some degree of 
ertainty,view as sent intentionally. All of them are probe pa
kets that were a part of vari-ous s
ans. The pa
kets that 
ould either be issued by an atta
ker or had a di�erentorigin (and we were unable to determine the 
ause of su
h pa
kets) are united as\Unknown". All other 
ategories | to the best of our knowledge | are either theresult of a mistake or are not related to human fa
tors, and therefore we believe thatthey were not sent by an atta
ker.Table 3.21 shows that only 5% of all pa
kets that triggered warnings on the globallink might signal mali
ious intent. In reality, the a
tual number of pa
kets sent byatta
kers is smaller than the total number of pa
kets listed in these two 
ategories.The largest portion of pa
kets in the table (about 76%) was 
onsidered 
orrupted,mostly due to failed TCP 
he
ksums. A large number of errors (about 18%) werealso 
aused by di�erent types of mis
on�guration. The remaining 
ategories seem to



67Table 3.22 Distribution of Erroneous Pa
kets by Possible Cause on Lo
al LinkType Pa
kets Per
entLegal Pa
kets 2,598 11.93%Corrupted Pa
kets 2,286 10.49%Poor Implementation 15,840 72.71%Mis
on�guration 16 0.07%Ba
ks
atter Pa
kets 1 0.00%Mali
ious User 0 0.00%Unknown 1,043 4.79%Total 21,784 100.00%be unsubstantial sour
e of erroneous pa
kets on the global link.Our results from the lo
al link are di�erent from the results 
olle
ted on theglobal link and summarized in Table 3.22. Table 3.22 does not list any pa
kets asbeing sent by an atta
ker14, and the total number of pa
kets that might have hadmali
ious intent is also below 5%. A

ording to our analysis, the largest portionof erroneous pa
kets that we re
orded on the lo
al link (about 73%) was 
aused byin
orre
t implementations or poor 
oding. It 
an be seen that the same 
ategory
ounts a mu
h smaller number of pa
kets on the global link and is below 1% (seeTable 3.21). This allows us to 
on
lude that the pa
kets from this 
ategory are notlikely to propagate far beyond their lo
al network and in the majority of 
ases they arebroad
ast pa
kets. The next two largest 
ategories of pa
kets that triggered warningson the lo
al link are legitimate and 
orrupted pa
kets that 
omprise about 12% and10% of all errors from the lo
al link respe
tively.14We again would like to draw the reader's attention to the fa
t that the DDoS atta
k was ex
ludedfrom the analysis.



68As Tables 3.21 and 3.22 suggest, only a small portion of all pa
kets re
orded by thesystem 
an be 
onsidered intrusive. Therefore, we 
on
lude that the method des
ribedin this paper is not very eÆ
ient for network intrusion dete
tion on its own. Work
ondu
ted during this resear
h shows that if pa
ket header analysis is performed as apart of network intrusion dete
tion, it should be 
orrelated with at least another moreeÆ
ient method. This method, however, might be used as an additional sour
e of datasin
e all abnormalities dete
ted by our system violate widely a

epted 
ommuni
ationrules15.

15ECN-
apable pa
kets, while in
luded in our resear
h, do not violate existing standards. Theyshould be removed from the analysis if the system is to be run in a produ
tion environment.
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4. CONCLUSIONSIn this 
hapter we summarize the results of the analysis performed, draw general
on
lusions about the pa
kets we re
orded, and provide dire
tions for future work.We also give re
ommendations on se
uring a site with 
arefully built a

ess lists basedon our observations.4.1 Re
ommendationsIn many 
ases, it would be bene�
ial to se
ure a site at the router against possibleatta
ks that use invalid values of IP or TCP header �elds through proper router
on�guration. Adequate router software should allow the administrator to �lter outthe following 
ategories of pa
kets:1. Pa
kets 
arrying private IP addresses where either the sour
e or destination ad-dress is private. The rules should in
lude all ranges of private IP addresses thatare not being used within a network (10.0.0.0/8, 172.16.0.0/12, and 192.168.0.0/16)and apply to pa
kets traveling in either dire
tion, both to prevent pa
kets withspoofed sour
e addresses from leaving the network and by this possibly 
on-tributing to a network atta
k, and to blo
k pa
kets with untra
eable sour
eaddresses that enter the network.In addition to these ranges, we re
ommend that the range of private Mi
rosoftaddresses (169.255.0.0/16)1 is also added to the �lters. Sin
e the 
ause of thosepa
kets 
arrying the private Mi
rosoft addresses appears to be Windows ma-
hines that 
an not obtain legitimate IP addresses, it is preferred that su
hpa
kets are �ltered out on inbound interfa
es of routers as 
lose to the edge of1For more dis
ussion on the private Mi
rosoft addresses, see se
tion 3.1.2.1.



70the network as possible. Both pa
kets 
oming from and destined to IP addressesfrom that range should be blo
ked. Pa
kets that 
ome to the network from theglobal internet and 
arry the private Mi
rosoft addresses as their sour
e IPare appropriate, in turn, to be �ltered on a global link. This s
heme is alsoappli
able to other ranges of private IP addresses.2. Pa
kets with neither a sour
e nor destination address from the address range ofthe 
urrent network (ex
ept for networks where in-transit pa
kets are allowed).Su
h �ltering 
an be performed at all levels of traÆ
 aggregation and is essentialon the border and network edge routers to prevent widespread address spoo�ng.3. Pa
kets with inappropriately-used \spe
ial" types of IP addresses, as des
ribedin se
tion 3.1.3. In parti
ular, the following 
ategories of pa
kets are to beblo
ked:� pa
kets sent to the all-zero IP address;� pa
kets sent to the all-zero network with a non-zero host number;� pa
kets sent from the limited broad
ast address (255.255.255.255);� pa
kets sent from the dire
ted broad
ast address (the host portion of theaddress 
onsists of all ones);� pa
kets 
ontaining one of the internal host loopba
k addresses (127.x.x.x),regardless of whi
h addresses | sour
e, destination, or both | are set tothat value;� pa
kets sent from multi
ast addresses (224-239.x.x.x)2.In addition to these types, limited broad
ast pa
kets should not be allowed totravel through most gateways, and the forwarding of limited broad
ast pa
ketsshould often be disabled at the router.2We have not dis
ussed multi
ast addresses earlier in this paper but nevertheless re
ommend thatthey are in
luded in the rules installed on a router.



714. TCP or UDP pa
kets with zero port numbers. A large per
entage of thesepa
kets are 
aused by poor implementations, and in the majority of the observed
ases a zero port number may indi
ate that the pa
ket is malformed. Sin
e thesepa
kets violate TCP and UDP spe
i�
ations (this port is reserved in both ofthese proto
ols), it is safe to drop pa
kets with zero port numbers. Su
h pa
kets
an potentially be used to 
ontribute to mali
ious a
tivity when the port numberis irrelevant (for instan
e, the sour
e port number 
an be set to zero in atta
kpa
kets that have no need of a response). Note that the sour
e port number�eld is optional for UDP [18℄.5. Sour
e routed pa
kets with either the stri
t or loose routing option. Whilesour
e routed pa
kets do not violate existing standards, they were designedfor testing purposes and should not appear in a produ
tion environment. Thesour
e routing options in 
onjun
tion with spoofed IP addresses 
an be used todeliver response pa
kets ba
k to the sender of forged pa
kets 
orre
tly and thusshould be blo
ked at routers.6. Zero-length data pa
kets. These pa
kets are not useful to the destination hostsin
e they do not 
arry data, but this �lter might help to prevent DoS atta
ksusing small pa
kets.7. Pa
kets with invalid 
ombinations of TCP 
ags. We re
ommend that at leastthe following 
ombinations are 
onsidered for the router �lters:� SYN RST;� FIN RST;� SYN FIN RST.SYN FIN pa
kets 
an not easily be dis
arded be
ause of deployment of T/TCP [3℄.



72We believe that pa
kets with invalid 
ombinations of TCP 
ags 
an be dis
ardedat routers even if the sender is not aware of the fa
t that the pa
ket it sent wasin
orre
t. The sending host will resend the pa
ket when it determines that thepa
ket did not rea
h the destination | immediately if it knew that the originalpa
ket was malformed, and after a timeout otherwise. This poli
y might seemunfair to the 
ows that set the TCP 
ags to an in
orre
t value and still expe
tthe proto
ol to work | su
h implementations might not set the 
ags to 
orre
tvalues on pa
ket retransmission either. In this 
ase, the de
ision of whether toblo
k pa
kets with improper 
ombinations of TCP 
ags or let them through isleft to the network management personnel.These �lters will noti
eably redu
e the number of warnings generated by ourdete
tion system. Some of the remaining errors 
an be analyzed further withouthuman intervention. For instan
e, if the system is 
apable of determining whether aTCP pa
ket belongs to an open 
onne
tion or not, then based on its de
ision somepa
kets with invalid TCP 
ags may be blo
ked while others may be allowed to gothrough.Summarizing these results, we should say that we do not 
onsider a large portionof the pa
kets that generated warnings harmful and believe they 
ould be 
ausedby poor IP or TCP implementations or other similar errors. On the other hand,we were able to 
at
h a number of 
ases where erroneous pa
kets 
ould not belongto legitimate traÆ
. Su
h 
ases 
an be analyzed so that knowledge obtained aboutthem 
an be integrated into an IDS as an additional sour
e of data. The te
hniquedes
ribed in this work is not a very eÆ
ient way for dete
ting a wide range of networkintrusions but it 
an 
ontribute to the intrusion dete
tion pro
ess and make it moreeÆ
ient.



734.2 Future workAs previously mentioned, we did not in
lude the 
ontents of pa
kets in our analysisand 
onsidered only the pa
ket headers. Future resear
h should expand the analysisto 
over the data itself. Examples of future dire
tions in
lude 
omparison of originaland retransmitted pa
kets for 
ases when these pa
kets do not agree on the data
ontents. This is often done to subvert monitors for the purpose of network atta
ks.We would also like to dete
t fragments that 
arry overlapping data su
h that the
ontents of the overlapping region are di�erent in the di�erent fragments.In our resear
h, we did not attempt to dete
t TCP pa
kets 
arrying a
knowledg-ments for data that had not been sent. Su
h pa
kets are not hard to dete
t and wouldbe interesting to analyze. We believe that this bears future resear
h. We also leavemore detailed analysis of pa
kets with small TTL values for future study.Lastly, this work 
an be expanded to in
lude analysis of data from di�erent net-works with more diverse traÆ
 and 
over more proto
ols.
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