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A Crossing-Tier Location Update/Paging Scheme in
Hierarchical Cellular Networks

Xiaoxin Wu, Biswanath Mukherjee, and Bharat Bhargava

Abstract— Location update/paging strategies have been widely
studied in the traditional single-tier cellular networks. We pro-
pose and evaluate a novel crossing-tier location update/paging
scheme that can be used in a hierarchical macrocell/microcell
cellular network. Location update is proceeded only in the
macrocell tier, where a location area (LA) is made up by larger
macrocells. A mobile user will stay in such a LA for longer time.
Therefore, the cost on location update can be reduced due to the
decreased frequency of location update. To reduce the paging
delay, the paged mobile user will be searched in the macrocell
tier only when the paging load is not high. Otherwise, it will
be searched in the microcell tier, where a sequential searching
method is applied. The operation for the scheme is simple, as the
macrocell/microcell cellular network has the advantage because
a mobile user can receive a signal from both a microcell and the
overlaid macrocell. Analytical models have been built for cost
and delay evaluation. Numerical results show that, at relatively
low cost, the crossing-tier scheme also achieves low paging delay.

Index Terms— Mobility management, paging, location update,
hierarchical cellular network, quality of service.

I. INTRODUCTION

LOCATION update/paging constitutes an important mo-
bility problem in a cellular network, especially since

cells are becoming smaller and the number of mobile users is
growing rapidly. In the existing cellular networks, such as a
GSM network [1], the network is divided into location areas
(LA). An LA consists of a number of cells. A mobile user
finds out which LA it is located in and reports its current
location to a location register. When a mobile user moves
from one LA to another, a location update is needed. Once a
caller needs to make a call to this mobile user (callee), it will
contact the mobile switch center (MSC). The MSC obtains
the LA information for the callee from the location register,
and broadcasts the paging request in all the cells of that LA.
After receiving the paging message, the callee responds to the
network and makes the connection with the caller.

The cost of the location update/paging process is mainly
the radio bandwidth consumption in the wireless channels
and the signaling exchange in the core network. A major
concern for the efficient mobility management in the cellular
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network is keeping the location update/paging cost low, while
maintaining good quality of service (QoS), i.e., a low paging
delay.

To improve system capacity and accomodate the increasing
number of cellular users, the cell size can be reduced. By
building a cellular network by smaller cells, frequency reuse
distance is reduced. Thus, for a cellular network within a
certain area, the reuse rate for the same frequency increases.
The system capacity increases as well. To solve the problem
that the smaller cells cannot handle high-mobility users, due
to the probable high handoff rate, larger cells are overlaid
on these smaller cells to accommodate the high-mobility
users. A typical hierarchical network is a macrocell/microcell
cellular network, where a macrocell is overlaid on a number
of microcells [2], [3]. Most users (low-speed users) register
with the microcell tier, while the rest (high-speed users) are
in the macrocell tier. When the bandwidth in one tier is not
enough for all of its users, some of the users may overflow
(re-connect) to the other tier.

This paper investigates the location update/paging schemes
in the macrocell/microcell cellular network under the require-
ments of low cost and low paging delay. Traditional schemes
for the single-tier network where location update and paging
are operated in either macrocells or microcells may satisfy
one of the requirements, but not both. For example, since a
macrocell covers a much larger area than a microcell, making
up LAs by macrocells and operating location update/paging in
the macrocell tier results in much fewer LAs in the network.
The location-update cost for each mobile user can be reduced,
while the paging cost does not increase significantly if the
radio bandwidth in the macrocell tier is not much more
expensive than that in the microcell tier. However, the fact
that both the macrocell users and the microcell users in a LA
are paged only through the paging channels of the macrocells
makes the overall paging load in a single LA very high. In
this case, a paging message may encounter long queuing delay
in the macrocells’ paging channels and the caller may not
have patience to wait for the reply. On the other hand, if
location update and paging is operated in the microcell tier
so that a LA is made up by smaller microcells, the size of
a LA is reduced. Therefore, there is less paging load in each
LA. The paging delay can be lowered, yet the location-update
cost increases because mobile users have to experience more
location updates. To solve this dilemma, a proper location
update/paging scheme is needed.

We propose a crossing-tier scheme that explores the unique
feature of the macrocell/microcell cellular network, namely
that a mobile user can receive signals from both a microcell
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and the overlaid macrocell. This brings more flexibility in
location update/paging management. A macro/micro hierar-
chical LA is designed. A location update is proceeded only
in the macrocell when a mobile user’s macrocell LA changes.
However, a user may be paged in either the macrocell tier or
the microcell tier. A mobile user is paged in the macrocell tier
if the paging load is not high. Otherwise it will be paged in
the microcell tier. Different paging strategies are used due to
the availability of different location information.

The crossing-tier scheme can be implemented in a cellular
network where channels are divided into time slots. Paging
channels in a microcell and its overlaid macrocell may use
different time slots. A mobile user adjusts the parameters of
its receiver periodically to listen to the paging channels from
different tiers at different time. In this way, it can receive the
paging messages when paging is through either the macrocell
tier or the microcell tier.

This paper is structured as follows: Section II presents
the previous research related to location update and paging
in cellular networks. Section III describes the crossing-tier
scheme. In section IV, analytical models are developed to
calculate the paging delay and the location update/paging cost.
Section V contains illustrative data and results. Section VI
concludes our work.

II. PREVIOUS WORK

To reduce the system cost, it is important to divide a cellular
network into proper LAs, i.e., to make good LA planning.
Dividing a cellular network into large LAs may reduce the
location-update cost because mobile users will stay in the same
LA for longer time. Yet it may cause large paging cost because
the same paging message has to be broadcast simultaneously
in more cells. Algorithms for optimal LA planning to achieve
low location update/paging cost are proposed in [4]. Adaptive
location area is studied in [5],[6], in which the size of location
areas of a user is dynamically determined according to the
subscriber characteristics, such as the call arrival rate and the
velocity. To reduce the signaling cost in the boundary cells of
an LA, a cellular system with overlapping LAs is studied in
[7].

To reduce the location update cost, a mobile user should
send a location update message only when it is necessary. A
two location algorithm is proposed in [9]. In these strategies,
mobile user will not send a location update if it enters its
previous LA. Agent-based forwarding strategies for mobility
management are studied in [10]. When a mobile user moves
to a new location area, a forwarding pointer is set from its
HLR to its VLR instead of sending a location update message.
The performance of dynamic location updates based on time,
movement, and distance is compared in [11]. The paper con-
cludes that the distance-based location update has the lowest
cost. Distance-based location update is studied in more detail
in [12]. The movement-based location update is claimed to be
the most practical scheme in [13], and an analytical model is
applied to evaluate the cost. In [14], different location update
schemes are applied for the mobile users with predictable
trajectory and unpredictable trajectory. In the probabilistic
location update [15], when a user enters a new LA, it updates

its location with a probability depending on call arrival rate
and mobility level. In the load-adaptive threshold scheme for
location update [17], an update is determined not only by the
mobility pattern and profiles of mobile users, but also by the
cellular system load.

To reduce the paging cost, a mobile user should be searched
without paging all the cells in an LA. An intelligent sequential
paging strategy is proposed in [18]. In this strategy, paging is
first performed in a portion of LA where the paged mobile
user is most likely to reside. Paging is performed in the rest
of the LA if the user is not found at the first step. It is shown in
[19] that the sequential paging scheme may benefit network in
all cases except the extreme high mobility cases, since in such
extreme cases, paging failure may occur. A predictive paging
scheme based on the movement direction of a mobile user can
be found in [20]. Research on other paging schemes is done
in the context of location update. A selective paging based
on the movement-based location update is proposed in [21].
Paging and location update costs of some basic location update
strategies, such as profile-based, reducing location update cost,
caching, and dynamic mobility tracking, are compared in [22].

Normally paging delay is considered as the constraint for
reducing the location update/paging cost. Such research can
be found in [23], [24]. However, reducing paging delay is
also desired in 3G wireless networks. Paging delay under a
tight paging cost constraint for sequential paging is studied
in [25]. In [26], average paging delay is considered to be a
major performance metric and paging delay for two different
paging schemes (based on directional random walk mobility
and on dynamic location updating) are compared. In [27], LA
is partitioned into PAs. An optimum partitioning is found so
that the delay caused by congestion in the cellular forward
control channel (paging channel) is reduced. It is pointed out
in [28] that if paging delays are not considered, misleading
results on cost may be generated. Thus, a cost function based
on number of paged cells and paging delay should be used.

Location update and paging in hierarchical cellular net-
works are studied in [29], [30]. In [29], a mobile user
decides between registering with a macrocell or a microcell
based on the number of macrocells it crosses within a time.
Paging is performed only in macrocells. Analytical models are
developed to evaluate the location update/paging cost. In [30],
each macrocell constitutes an LA. A macrocell broadcasts the
LA identifier, which is also the macrocell identifier, to reduce
the signaling overhead and simplify the location updating
control. Mobile users are paged in macrocell or microcell
depending on their mobility, thereby balancing the signaling
load between the two tiers. In another work [31], a boundary
location register scheme is proposed for the multi-tier system.
This inter-system location update and paging scheme reduces
the location update cost and the paging delay especially for
mobile users close to the boundary of heterogeneous systems.

III. THE CROSSING-TIER SCHEME

In this section, the crossing-tier location update/paging
scheme for macrocell/microcell networks is described. Two
basic single-tier schemes are also described for comparison.
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Fig. 1. Hierarchical LA structure in a macrocell/microcell network.

A. Single-Tier Schemes

The single-tier schemes are similar to the location up-
date/paging scheme in the existing single-tier cellular networks
such as GSM network. Two schemes, named scheme A and
Scheme B, are described as follows:

• Scheme A: Location update/paging is only operated in
the microcell tier. Each LA consists of a number of
microcells, and we call the LA a micro-LA. Mobile users
judge whether their micro-LAs change by listening to
the microcells’ broadcast channels. A location update is
processed whenever a mobile user’s micro-LA changes.
A mobile user is paged concurrently in all the microcells
within its registered micro-LA.

• Scheme B: Location update/paging is only operated in
the macrocell tier. Each LA, called a macro-LA, consists
of a number of macrocells. The paging and location-
update process is similar to that in Scheme A, but
operated in macrocells and macro-LAs.

B. Crossing-Tier scheme

In the crossing-tier scheme, or Scheme C called in this
paper, location update is operated in the macrocell tier, and
mobile users are paged in either the macrocell tier or the
microcell tier. The macrocell tier is divided into macro-LAs
and the microcell tier is divided into micro-LAs. Each macro-
LA overlaps a number of micro-LAs. The hierarchical LA
structure is shown in Figure 1. A mobile user only registers
with a macro-LA, so that the location register knows the
macro-LA where it is located. A location update is needed
for this mobile user if its macro-LA changes. Upon receiving
a paging request from a caller, the central control (CC) system
(e.g., MSC in the GSM network) obtains the callee’s location
information from the location register. If the paging load in the
callee’s macro-LA is not heavy, the CC pages in the macro-
LA, where the callee can be found after the paging message is
broadcast in all the macrocells belonging to this macro-LA. If
the paging load in the macro-LA is heavy, which may cause
a large paging delay, the CC will then broadcast the paging
message in the underlying micro-LAs. Since the exact micro-
LA where the paged mobile user is located is not known, the
sequential searching method is used in the microcell tier. The
callee is paged in the micro-LAs one by one until it is found.

To reduce the complexity for the inter-tier network op-
eration, a micro-LA can simply be a macrocell. Such an
architecture can also guarantee that a micro-LA will not cross
different macro-LAs, and additional operating load will not be
generated at the boundaries of macro-LAs. To further reduce
the cost and the paging delay, the distance-based [12] or the
movement-based [13] location update scheme can be used in
the macrocell tier, while the low-delay strategies for paging
in the single-tier cellular network in [18],[20], [26], and [27]
can be applied in the microcell tier.

In the crossing-tier scheme, an idle mobile user has to listen
to the paging channels of the both tiers. The paging slots in
different tiers thus must be assigned with un-overlapped time
slots. The difference between the paging slots in different tiers
should be large enough so that a mobile user has enough
time to adjust its receiver. This is especially needed in TDMA
macrocell/microcell network, in which normally different car-
rier frequencies are used in different tiers. However, because
most cellular networks (TDMA and CDMA networks) are
time-slotted, and a mobile user in the hierarchical network
needs to receive the broadcast signals from all the tiers,
the crossing-tier scheme does not bring additional operating
overhead.

IV. ANALYSIS FOR DELAY AND COST

We first give the major assumptions for analysis and define
the important network parameters. We then build mathematical
models for analyzing paging delay and probability that a caller
may have to wait for a time longer than the desired. Finally, we
analyze the average cost for location update/paging process.

A. Network Parameters and Assumptions

The following are the major assumptions for analysis.
• In a macrocell/microcell cellular network, we assume

each macro-LA is made up by Na macrocells and each
micro-LA is made up by Ni microcells. In Scheme
C, since a macrocell is also a micro-LA, a macro-
LA overlaps with Na micro-LAs and covers Na × Ni
microcells.

• A homogeneous environment is assumed and the paging
messages coming to a micro-LA follow a Poisson dis-
tribution with an arrival rate of λmi messages/sec. The
overall paging messages coming to a macro-LA, λma,
then also follow a Poisson distribution with the arrival
rate of Naλmi messages/sec.

• The time between any two consecutive paging slots is
fixed. Within one LA, one paging channel is used 1 for
all the mobile users. For each LA, there is a first-in-first-
out (FIFO) queue for the coming paging messages. A
new paging message will stay at the end the queue.

• The time that a mobile user will stay within the same
micro-LA is exponentially distributed with a mean of
1/μmi seconds. From [32], μmi can be calculated by:

μmi =
E[v]L
πS

, (1)

1In GSM, users are divided into groups and each group is assigned with
a paging slot (channel). We assume single paging channel for analytical
tractability.
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Fig. 2. State transition diagram for the discrete Markov chain.

where S, L are the area and the perimeter of the micro-
LA, and E[v] is the average speed of this mobile user.
Assuming that all the LAs are approximately circle-
shaped, since each macro-LA is overlapped with Na
micro-LAs, by Eqn. (1), the time that a mobile user stays
in a macro-LA then is also negative distributed with a
mean of 1/μma seconds, and μma = μmi/

√
Na.

• For a mobile user, the inter-arrival time between any two
consecutive calls to it is exponentially distributed with
a mean inter-arrival time of 1/μc seconds. To simplify
the analysis, it is assumed that this time is much larger
than the average call-holding time. It is also assumed
that there is no location update when a mobile user is
communicated with another user.

B. Average Delay and Probability of an Un-satisfied Caller

Let T be the time between two consecutive paging slots. A
paging slot is smaller than T . Since, we assumed, that only
one paging message is processed in a paging slot and the new
paging messages will stay in the queue until all the paging
messages in front of it is processed, the overall paging process
can be described as a discrete Markov chain with the fixed
embedded time of T .

For Poisson arrivals with a mean arrival rate of λ, define
poisson(λ, t, k) to be the probability that there are k arrivals
during any time interval with the time width of t; then:

poisson(λ, t, k) =
(λt)ke−λt

k!
. (2)

Define S(i) to be the state that i paging messages are
queued. After time T , if no more new paging messages arrive,
the number of the queued messages will decrease by one
because the paging message at the beginning of the queue is
processed. The queue size remains the same if exactly one pag-
ing message comes. If more than one paging message comes,
the number of the paging messages in the queue will increase.
For a state S(i1), if i2 paging messages come after time T ,
the number of paging messages in the queue will increase to
i1 + i2 − 1. Specially, if the number of new paging messages
is larger than the free positions left in the queue, the queue
will be full and the number of queued paging messages will
equal the queue length. In this case, some paging messages
cannot be served by this queue. For other special cases, such
as when there is originally no queued message, the number

of the queued paging messages will simply increase to the
number of newly coming paging messages. For the case when
the queue is full, the number of queued paging messages will
remain as large as the queue length whenever there are new
paging messages coming. Based on the above, define p(i, j)
to be the state-transition probability from state S(i) to state
S(j), with the maximum queue length of n, we have:

p(i, i−m) =
{
poisson(λ, T, 0) i ≥ 1, m = 1.
0 others.

(5)

Figure 2 shows the state-transition diagram of this discrete
Markov chain for the paging process. This diagram can be
used to approximate an infinite queue model when n is a large
number.

Define the transition matrix as P, that is,

P = [p(i, j)]. (6)

Define the probability vector π as

π = [p(0), p(1), p(2) · · · p(i) · ·p(n)], (7)

where p(i) is the probability of the queue being in state S(i).
We then have:

π = πP (8)∑
i

p(i) = 1. (9)

From Eqns. (8), (9), we can solve the equation group to get
π.

For this queuing system with a finite queue length of n,
define q̄ to be the average number of users in the system,
then:

q̄ =
i=n∑
i=0

ip(i). (10)

Using Little’s law, the average delay D̄ is:

D̄ =
q̄

λ(1 − p(n))
. (11)

For Schemes A and B, the average delay can be calculated
directly by Eqn. (11).

Define Qt × T as the threshold value for the paging delay.
If a caller has to wait for more than this delay to get the reply
from the callee, it is then not satisfied with the paging service.
This happens when the paging message for the callee comes
to the paging queue, there have been Qt or more than Qt
messages in front of it. Define pcpln to be the probability that
a caller is not satisfied and may complain, in Schemes A and
B,

pcpln = 1 −
Qt−1∑
i=0

p(i). (12)

In Scheme C, a mobile user is paged in its macro-LA first.
To satisfy the delay requirement, we assign to the macro-LA
a finite paging queue with a length of Q, based on which
the average delay obtained by analysis will be low. From
Eqn. (11), we can find ¯Dma, the average paging delay in the
macrocell tier. The paging message will be processed in the
underlying micro-LAs if the queue is full. The overflow from
the macrocell tier to the microcell tier can be approximated
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p(i, i) =

⎧⎪⎪⎨
⎪⎪⎩

poisson(λ, T, 0) i = 0.
poisson(λ, T, 1) 0 < i < n.∑∞

c=1 poisson(λ, T, c) = 1 − poisson(λ, T, 0) i = n.
0 others.

(3)

p(i, i+m) =

⎧⎪⎪⎨
⎪⎪⎩

poisson(λ, T,m) i = 0, m ≤ n.
poisson(λ, T,m+ 1) i > 0, i+m < n.∑∞
c=m+1 poisson(λ, T, c) = 1 −∑m

c=0 poisson(λ, T, c) i > 0, i+m = n.
0 others.

(4)

to follow a Poisson distribution 2. Since the paging message
arrival rate to the macro-LA is λma, when the queue length in
the macro-LA is Q, define λov to be the rate of the overflow
to the microcell tier; then:

λov = λmap(Q). (13)

Assume that the paged users are uniformly distributed in the
network. Knowing a paged user’s macro-LA, and if this user
is paged in micro-LAs, the probability that the paged user can
be found in each micro-LA is 1/Na, where Na is the number
of micro-LAs overlapped with the macro-LA. Define N̄ to
be the average number of times that a paging message will
be broadcast in the micro-LAs until the paged user is found;
then:

N̄ =
Na∑
i=1

i
1
Na

=
Na + 1

2
. (14)

Among all the micro-LAs overlaid by the same macro-LA,
the network starts searching for a paged user in a randomly-
picked micro-LA and with a random searching sequence
among the micro-LAs. Thus, an arrival of a paging message
to a micro-LA is somehow independent from the arrivals to
other micro-LAs. The paging flow to each micro-LA then can
be approximated as a Poisson distribution with an arrival rate
of λa−i; and:

λa−i =
N̄λov
Na

. (15)

Define the average waiting time in each micro-LA to be
D̄mi; then D̄mi can be calculated through Eqn. (11). Since a
paging message will be broadcast for the average of N̄ times,
the overall average processing delay in the microcell tier is
N̄D̄mi. Define ¯DSC to be the average processing delay for
Scheme C; then:

¯DSC = ¯Dma(1 − pov) + N̄D̄mipov. (16)

In Scheme C, the paging messages can only encounter large
delay in the microcell tier. Define πi = [pi(0), pi(1), pi(2) · · ·
pi(k) · ··], and pi(k) to be the probability that when a paging
message comes to a micro-LA i, there are already k queued
paging messages in this micro-LA. πi can be calculated as
the arrival rate is known to be λa−i. Since a new paging
message will experience an average of N̄ broadcasts in the
microcell tier, this paging process can be approximated as
that this paging message comes to an equivalent queue with

2A more precise model for overflow is the interrupted Poisson process [2].
We use Poisson process for simplicity in analysis.

a probability vector of πe = [pe(0), pe(1), pe(2) · · · pe(k) · ··],
where pe(k) is the probability that when a paging message
comes to this equivalent queue, there are already k queued
paging messages. Since a paging messages is processed in N̄
micro-LAs sequentially, πe can then be calculated by:

πe = π1 � π2 � π3 · · · �πN̄ , (17)

where � is the symbol for convolution and π1 = π2 = · · · =
πN̄ = πi. A user will complain if there are more than Qt
paging messages in the equivalent queue. The probability pcpln
in Scheme C is:

pdrop = 1 −
Qt−1∑
i=0

pe(i). (18)

C. Cost

The cost for location update/paging process is defined as
the paging cost for a paged mobile user that is found, plus
the location update cost on this mobile user since last time it
is called (i.e., the cost of location update for this mobile user
between any two consecutive calls to it).

When location update is operated in the microcell tier (e.g.,
in Scheme A), define t1 to be the time that a mobile user will
stay in a micro-LA and t2 to be the time interval between
two consecutive calls to this mobile user. As assumed before,
both t1 and t2 are exponentially distributed with mean 1/μmi
and 1/μc, respectively. Define ft1(t1), ft2(t2) to be the pdf
functions for t1, t2; then:

ft1(t1) = μmie
−μmit1 ,

ft2(t2) = μce
−μct2 .

A location update is needed when t2 > t1. Define pu to
be the probability that there is at least one location update
between any two consecutive calls to this mobile user. In
Scheme A, pu can be calculated by:

pu = p[t2 > t1] =
∫ ∞

0

∫ ∞

t1

ft2(t2)ft1(t1)dt2dt1

=
∫ ∞

0

∫ ∞

t1

μce
−μct2μmie

−μmit1dt2dt1

=
μmi

μmi + μc
. (19)

The exponential distribution has the memoryless feature.
The probability that a mobile user has a number of n location
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updates between any two consecutive calls to it then is pnu.
Define N̄SA as the average of this number in Scheme A, then:

N̄SA =
∞∑
i=1

ipiu =
pu

(1 − pu)2
. (20)

Similarly, by using μma instead of μmi in Eqn. (19), we
can find the average number of location updates between any
two consecutive calls in Scheme B (defined as N̄SB) and in
Scheme C (defined as N̄SC ) by Eqn. (20), and N̄SB = N̄SC .

Let wp and wu denote the cost for paging in a single cell
and the cost for location update. Especially, let wpa and wpi
be the paging cost when one paging message is broadcast in
a macrocell and a microcell respectively, and wua and wui be
the cost of a location update. For Schemes A and B, a mobile
user will be paged once since the mobile user will be found
after the first paging. For Scheme C, in the macrocell tier,
a mobile user will be paged once and in the microcell tier, a
mobile user is paged an average of (Na+1)/2 (from Eqn. (14))
times. Define CSA, CSB , and CSC to be the average location
update/paging cost for a mobile user in Schemes A, B, and
C; then:

CSA = Niwpi + N̄SAwui, (21)

CSB = Nawpa + N̄SBwua, (22)

CSC = Nawpa(1 − p(Q)) +
Na + 1

2
Niwpip(Q)

+ N̄SCwua. (23)

p(Q) is the probability that a mobile user has to be paged
in the micro-LAs in Scheme C when all Q queue positions in
the overlaid macro-LA are taken.

V. ILLUSTRATIVE NUMERICAL EXAMPLES

In this section, we use illustrative results to evaluate the
crossing-tier scheme. If there is no specification, each macro-
cell is overlaid by 7 microcells, which means each micro-LA
also contains 7 microcells. In the macrocell tier, each macro-
LA contains 7 macrocells. Thus, in Scheme C, each macro-LA
covers 7 micro-LAs. This architecture is for simplicity, and it
is proved later to have low cost and low delay.

Each microcell has a radius of 600 m. For location update,
we investigate the cost for mobile users with different moving
speed, which is between an average speed of 1m/s for the
pedestrian users and an average speed of 20m/s for the
vehicular users. Based on the assumption of circle-shaped
macro-LAs and micro-LAs, μma and μmi for a mobile user
can thus be calculated with the number of microcells a LA
covers and the speed of this user.

It is assumed that a mobile user is called on an average
once every hour. It is also assumed that the paging load to
each microcell is the same; thus, the paging-load density for
all schemes to be compared is the same. The interval time
between any two paging slots is normalized as 1, i.e., T = 1
3.

The bandwidth in the microcell tier is assumed to be as
valuable as that in the macrocell tier. The paging cost in a

3The time interval between two paging channel blocks in GSM is
3060/13ms.
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Fig. 3. (a) Average delay and (b) location update/paging cost for Scheme C
with different queue lengths in the macro-LA.

single cell, wp, is 463 bit and the cost for a location update,
wu, is 1231 bit, as those in [33]. The paging cost in a micro-
LA or a macro-LA is approximately the sum of the paging
cost in its covered microcells or macrocells.

Figure 3 shows the delay and cost in Scheme C when a
macro-LA’s paging queue has different length Q. It is shown
in Fig. 3 (a) that when the paging load is high, schemes with
longer queue have larger delays. This is because more calls are
served in the macrocell tier, where the average paging delay
is large when load is high. However, when queue length is
very short, e.g., Q = 2, the delay will also become longer
at low load. This is because more paging messages have to
overflow to the microcell tier, where a single paging message
may be broadcast several times. Figure 3 (b) shows the cost
for Scheme C with different queue length in a macro-LA
when there is a heavy paging load. It is observed that with
a smaller queue length, the overall location update/paging
cost is higher because more paging messages will overflow
to the microcell tier when the paging queue in the macro-
LA is full. These overflowed messages will be broadcast in
more than one micro-LAs and generate a higher paging cost.
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Fig. 4. (a) Average delay and (b) call dropping probability in Scheme A,
B, and C.

Yet the increase of the cost is not significant when the queue
length decreases. The cost increases when the average speed
of mobile users increases, since a high-speed user probably
needs more location updates between two consecutive calls to
it.

We assign the paging queue length in the macro-LA in
Scheme C as 5, so that the scheme has relatively good
performance in both delay and cost. The average paging delays
and the probabilities that a caller may complain due to the
long delay for Schemes A, B, and C are compared in Fig. 4.
Figure 4 (a) shows that the average delay in Scheme B is
much longer than that in Scheme A because the paging load
in each macro-LA is much higher than that in each micro-LA.
The average paging delay in Scheme C is marginally worse
than that in Scheme A, but much lower than that in Scheme
B especially when paging load increases. Figure 4 (b) shows
the probabilities of a complaining user when Qt is assumed
to be 10. Similar to the delay, such a probability in Scheme
C is marginally higher than Scheme A, but much lower than
that in Scheme B.

In Fig. 5 we present the comparison among different
schemes when the speed for a mobile user changes. It is
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Fig. 5. Location update/paging cost in Schemes A, B, and C.
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Fig. 6. The cost for Scheme C when the values of bandwidth in macrocell
and microcell are different.

observed that, although Scheme A has the smallest delay in
the previous result, it has much higher cost than Schemes B
and C. The cost of Scheme C is higher than that of Scheme
B. This is because some paging messages in Scheme C need
to be processed in the microcell tier, where the paging cost
is higher. However, the cost difference is marginal, as only a
small number of messages will overflow to the microcell tier
even when the paging load to the macro-LA is very high.

Figure 6 shows the cost for Scheme C when considering
that a bit in the macrocell is α times as valuable as that in
the microcell. When the bandwidth in the macrocell tier is
considered to be much more valuable (i.e., when α = 6),
the cost for Scheme C is close to the cost for Scheme A.
The reason is that location update and part of paging in
Scheme C are through macrocell channel, while in scheme
B, location update and paging are through microcell channel.
The reduced cost in Scheme C achieved by the decreased
number of location updates is offset by using more expensive
bandwidth.

In the real networks, the ratio of the paging cost to the cost
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TABLE I

Na THRESHOLD VALUES AT DIFFERENT COST RATIOS. Ni = 7.

wu/wp 0.6/0.4 0.7/0.3 0.8/0.2

Na threshold value 2 3 4

for location update is different. When normalizing the overall
cost for a single location update and a single paging to 1, i.e.,
wu + wp = 1, according to [9] wu is relatively large with
0.6 ≤ wu ≤ 0.8 in TDMA systems (the default cost values
used in this work can be normalized as 0.7 for wu and 0.3
for wp), while wu is small with 0.2 ≤ wu ≤ 0.4 in AMPS
systems. Figure 7 shows the cost for Scheme C in systems with
different cost ratios. It is observed that at low user mobility,
the paging cost is more dominant and a lower paging cost
results in a lower system cost. The cost for location update
is more dominant when the average speed for mobile users
is high, which results in a higher cost on location update and
consequently a higher system cost.

Next we examine the cost and delay for scheme C with
different network architectures so that a good design with
low cost and low delay can be found. We still follow the
rule mentioned before, namely that a macrocell is exactly
a micro-LA in order to simplify the operation. Therefore,
the parameters that can be changed to generate different
hierarchical architectures are Na, the number of macrocells
in a macro-LA, and Ni, the number of microcells in a micro-
LA. We select Ni as 3, 4, and 7, as normally the number
of microcells overlaid by a macrocell, and change Na. We
consider Na as the key parameter for architecture optimization
because when Na increases, the cost for location update will
decrease due to the enlarged size of the macro-LA. However,
the paging cost will increase because the overflowed paging
message to the microcell tier need to be broadcast in more
micro-LAs.

Figure 8 shows the location update/paging cost in networks
with different values of Na and Ni considering pedestrian
users and vehicular users. x axis stands for the size of a macro-
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Fig. 8. (a) The average speed for a mobile user v = 1m/s, and (b) the
average speed for a mobile user v = 20m/s in Scheme C with different
architectures.

LA, i.e., the number of microcells covered by a macro-LA,
which is Na × Ni. Figure 8 (a) shows that, for pedestrian
users, the overall cost will decrease when Na increases from
a very small value, since the decrease of the location update
cost is more than the increase of the paging cost. The overall
cost will increase once Na reaches a threshold value because
beyond this point, the increase of the paging cost is larger
than the decrease of the location-update cost. Table I shows
that this threshold value increases when the ratio of wu/wp
in TDMA systems increases. Figure 8 (a) also shows that
when the size of macro-LAs is the same, the schemes with
larger Ni have the lower cost. The reason is that a larger Ni
means a smaller number of macrocells in a macro-LA, which
reduces the paging cost in the macrocell tier because fewer
cells have to be paged. Yet the paging cost in the microcell tier
for different schemes is very close as the number of covered
microcells is the same.

Figure. 8 (b) shows that the cost for vehicular users will al-
ways decrease if Na increases. This is because for high-speed
mobile users, location update is a much more dominant factor
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Fig. 9. Delay in Scheme C with different architectures.

for the overall cost than paging. Increasing Na results in larger
LAs and reduces the cost for location update significantly. The
impact of changing Ni on paging cost is not obvious.

Figure 9 shows the correspondent delays for the networks
with different parameters of Na and Ni. The delay increases
when Na increases due to the larger paging load. The delay
decreases when Ni increases because a larger Ni results in
a smaller number of micro-LAs. Thus, the average number
of paging needed in the microcell tier is smaller, and it takes
shorter time for a paged user to be found. Considering the
above results, the architecture of 6 macrocells in a macro-LA
and 7 microcells in a micro-LA may be a good design.

VI. CONCLUSION

We examined a new location update/paging scheme in a
macrocell/microcell cellular network, called a crossing-tier
scheme. A location update is only operated in the macrocell
tier to reduce the cost. A mobile user is paged in the macrocell
tier or the microcell tier, depending on the paging load. With
the special feature of a hierarchical cellular network, namely
that a mobile user can reach the base stations from both the
tiers, the crossing-tier scheme demonstrates simple operation
and good performance. The scheme can achieve small delay
while keeping the cost low.
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