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ABSTRACT

Private searching on streaming data allows a usecotlect
potentially useful information from huge streamiagurces of
data without revealing his or her searching ciatefihis technique
can be used for airports, without knowing a clasdif‘possible
terrorists” list, to find if any of hundreds of &mnger lists has a
name from the “possible terrorists” list and iftgs/hers itinerary.
Current solutions for private searching on stregmilata only
support searching for “OR” of keywords or “AND” tf0 sets of
keywords. In this paper, we extend the types ofgpe queries to
support searching on streaming data for an “OR& skt of both
single and conjunctive keywords, such

S1 VS,V ... VS, V(A1 AB)V(A,ABR) V ...V (An,AB,,),  where
S1,..,5p, are single keywords andA, By), ..., (4, 4,,) are
unordered conjunctive keywords. Our protocol islitbom Boneh
et al.’s result for the evaluation of 2-DNF formsilan ciphertexts.
The size of our encrypted dictionary @(|D|) only, which is
much less thanD|?, the size of the encrypted dictionary if
conjunctive keywordg4;,B;) (i = 1,2, ..., k) is treated as single
keyword, where we assurde, B; € D (i = 1,2, ..., k).

as

1. INTRODUCTION

Private searching on streaming data has been rnedivay a
crucial task for the intelligence community, whighto collect
potentially useful information from huge streamitata [17, 18].
For example, in airports one has to find if anyhoindreds of
passenger lists has a name from the “possiblerigislist and if
so his/hers itinerary. Usually, data sources argehwand it is
impractical to keep all the data for such an ansly& different
more practical approach is continuously performiog-line
filtering of data streaming from multiple sourcesne
document/message/packet at the time. Such an appaiws
one to immediately discard most of the data, wiétaining only
a small fraction of potentially useful data.

In almost all cases, data is categorized aisnpially useful
based on certain searching criteria. Keeping thesteria
classified is clearly crucial, as adversaries (liegorists) could
easily prevent their data from being collected bypdy making
sure that their data does not match the data sedtetia. A naive
solution to this problem is to collect all streamitiata in a secure
environment, and then filter the information acdogd to
classified search criteria. This approach addsiderable cost in
terms of communication and may result in delayhim delivery of
information or even in the loss of data, if thensfer to the secure
environment is interrupted. Furthermore, it regglicensiderable
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cost of storage to hold this (un-filtered) datzase the transfer to
the classified setting is delayed.

Obviously, a far more preferable solutiortadfilter all these
data-streams directly at their sources. A cru@ale is how we
can do this while at the same time keeping sebietsearching
criteria, even in the case in which the system meagathe data-
streams is compromised by attackers.

The first solution to this problem, referréd as private
searching on streaming datavas proposed by Ostrovsky and
Skeith [17]. Their protocol is based on the homgsh@m of the
cryptosystems [19, 10], which allows one to compije(m, +
my), given Ep(my) and E,x(m;), where E,(m) is an
encryption of plaintexin with public keypk.

In the Ostrovsky-Skeith protocol, the publdictionary
D = {w;,w,, ..., wp |} of keywords is fixed. To construct a
program for the disjunction of some classified keyds K =
{ki, ko, .., ki3 € D, the user generates a pair of public and
private keys (pk,sk), and produces an array of ciphertexts
C ={cy, ¢y ..., Cp|}, One for each keyword; € D, such that if
w; € K, thenc¢; = Ep, (1); otherwise,c; = Ep(0). In addition,
the user constructs a buff& with ym boxes, each of them is
initialized with two ciphertextsH, (0), E,x (0)), wherem is the
upper bound on the number of matching documentbuffer can
accommodate. The array of ciphertektsand the bufferB are
deployed in a server monitoring the streaming data.

To perform private searching, the data isnmsmged into
streaming filesF = {f}, f>, ...}, each of which is composed of a
number of words, and filtered one at a time. Tocpss a filef;,
the server computes a product of ciphertexts cooreding to the
keywords found in the file, i.ed; = ijef,- ¢ = Ep(Ifi N KD,

and ¢; =dlf" = Ep(fi - 1fi N K]), due to the homomorphic
property of the public key cryptosystem. Then teever copies
(d;,e;) into y randomly chosen boxes in the buffé& by
multiplying corresponding ciphertexts. Jf n K = @, this step
will add an encryption of 0 to each box, havingeftect on the
corresponding plaintext. ff N K # @, then the matching file can

be retrieved by computing; =§5"EZ‘;, where Dy, stands for
sk\ti

decryption with the private kesk.

If two different matching files are ever add® the same
buffer box, a collision will result and both copiedll be lost. To
avoid the loss of matching files, this protocol make bufferB
sufficiently large so that each matching file canvgé/e in at least
one buffer box. After the content of bufféris returned to the
user, the user is able to retrieve all matchiregfil



Using results by Boneh, Goh, and Nissim {3$trovsky and
Skeith [17, 18] extended the type of queries from“@R" of
keywords to queries with an “AND” of two sets ofykeords
without increasing the program size.

Their basic idea for searching all documeMtssuch that
(MNK; = )AMNK, # ¢), where K;,K, are two sets of
“keywords”, is to construct two arrays of ciphet®exC; =
{ct,c3, .., clp}, wherec] is the encryption of 1 ifv; € K; and
otherwise is the encryption of 0, adg = {c?,cZ, ...,chl}, where
c? is the encryption of 1 ifw; € K, and otherwise is the
encryption of 0. To process a documght the program computes
vy =Tlwem ) = Epe(IM N KD, v2 = Twjem ¢f = Ep(IMn
K,|) and thenv = e(v4,v,), wheree is a bilinear map. If
(MNK; = P)AMNK, # ¢), then v is an encryption of 1.
Otherwisep is an encryption of 0.

In 2006, Bethencourt, Song and Waters prap@seifferent
method for retrieving matching files from the buffd, 2]. Like
the approach by Ostrovsky and Skeith, they use remypted
dictionary, and no-matching files have no effectlom contents of
the buffer. However, rather than using one largéfebuand
attempting to avoid collisions, they employ thregférs — the
data bufferF, c-buffer C, and thematching indices buffek, each
of them hasn boxes, and the matching files are then retriewed b
solving a linear system.

The Bethencourt-Song-Waters protocol is ablerocesst
files {fi, f2, ..., f} of streaming data. For each fifg the server
computesd; (e;) as the Ostrovsky-Skeith protocol, and copies
d; (e;) randomly over approximately half of the locaticaoss
the buffer C (F). A pseudorandom functiog(i,j) is used to
determine with probability % whethet; (e;) is copied into a
given locationj. In addition, the server further copidsinto a
fixed number of locations in the matching-indicesgfér. This is
done by using essentially the standard procedureigdating a
Bloom filter. Specifically, they us& hash functions,, h,, ... by
to select thek locations. The locations of the matching-indices
buffer I that d; is multiplied into are taken to be
hy (D), hz (D), - hie (D).

After the contents of all three buffers aeturned, the user
decrypts all buffers at first. For each of the oadii € {1,2,..,t},
the user computesh, (i), h,(i),...h (i) and checks the
corresponding locations in the decrypted matchinttiees buffer.

If all locations are non-zerd,is added into the list of potential
matching indices. Given the potential matching dedi
{a1,ay,...,a;}, the user next determines the values of
{Na, Nay» Mg, ), Wheren,, = |f,, N K|, by solving a system of
linear equations constructed with the decryptdaliffer. As last
step, the user determines the content of the nmagcliles
fayr fap 1 fa, DY solving another system of linear equations
constructed with the decryptedta buffer

Our Contribution: Current solutions for private searching on
streaming data can only search for an “OR” of keylsd17, 18,

1, 2] or for an “AND” of two sets of keywords frostreaming
data [17, 18]. Without loss of generality, theseerigs can be
expressed as eithek; Vi,V .. Vi or (ky Vi, V..Viy) A
(ka+1 Va2 V..Vkg). The restricted form of queries
supported by those protocols limits the applicatiai private
searching on streaming data in practice.

For example, suppose we wish to find if disy, among
hundreds of passenger lists, has a name from afligtossible
terrorists” L = {(Fy,$1), (F2,52), .., (F, Sn)} where (F;,S;)
denotes the first name and the last name of aristrdf we
perform a query of the forngF; ||S;)V(F211S2)V ... V(F,||Sn), the
dictionaryD for private searching needs to Bex D, whereD is
the set of all possible names. Such dictionaryois large for
practical use. If we perform a query of the form
(FLVF,V ..VE) A (5,VS, V ...V S,), the dictionanyD needs to be
2D only, but some innocent passengers, e(@i,S;), will
incorrectly appear in the search results.

In this paper, we propose a protocol to penfa private query
of the form  S; VS,V ..VS, V(A4 AB)V(4;AB) V ...
V(Anz/\an) where  Sy,..,S,, are single keywords and
(A1, By), ..., (Ap,, A,,) are unordered conjunctive keywords. Our
algorithm is built on Boneh et al’s result condeg the
evaluation of 2-DNF formulas on ciphertexts. Theesbf our
encrypted dictionary isO(|D|) only, which is much less than
|D|?, the size of the encrypted dictionary if conjunetkeywords
(A;,B) (i=1,2,..,k) is treated as single keyword, where we
assumed;,B; €D (i = 1,2, ..., k).

Following up the intuition of the Ostrovskkeith protocol
[17, 18], our basic idea is to create a program tieaditionally
and obviously performs encryptions of a documersedaon the
matching of keyword criteria, and then writes theseryptions to
random locations in a buffer, using homomorphigerties of the
encryption scheme. By “conditionally”, we mean thiata
document matches the query, our private searchiogol will
generate an encryption of the document itself. Gitse, it will
generate an encryption of the identity element. Kég idea is
that the encryption of the identity element thaé throtocol
computes if the document does not match the sedtetia will
be indistinguishable from the encryption of the chaig
document. Both matching and non-matching documegmgear to
be treated precisely in the same way. Any partyctvlabserves
the execution is unable to learn if the search itimmdis satisfied,
as the protocol is executed as a straight-line c@de, all
branches that the protocol executes are indepemdehée search
criteria), so that the conditions are never knowmess the
underlying encryption scheme is broken.

Like the Ostrovsky-Skeith protocol for a quewith an
“AND” of two sets of keywords [17, 18], our protdcis also
based on the results of Boneh, Goh and NissimUd]ike their
protocol, our protocol supports private searchesbfath single
and conjunctive keywords.

2. PRELIMINARIES

In this section, we briefly review the results ofrih, Goh and
Nissim in evaluating 2-DNF formulas on ciphertd#i.

2.1 Bilinear Group
We use the following notations:

1. G andg; are two (multiplicative) cyclic groups of finite
ordern.

2. gisagenerator df.



3. e is a bilinear mape: G 2G,. In other words, for all
u,v € G anda,b € Z, we havee(u?, v?) = e(u, v).
We also requires thaig, g) is a generator af;.

We say thaf is a bilinear group if a groug, and a bilinear
map as above exist.

2.2 A Homomor phic Public Key System

The system resembles the Paillier [19] and the Qkom
Uchiyama [16] encryption schemes. The three allyorit making
up the system is described as follows:

Key Generation KeyGen(t): Given a security parametere
Z*, run G(t) to obtain a tupl€qy, g2, G, Gy, e). Let N = q,q,.

R
Pick two random generatogsu « G and set. = u%2. Thenh is a
random generator of the subgroup®fof orderq,. The public
key isPK = (N, G, Gy, e, g, h). The private ke§K = q;.
Encryption Encrypt(PK,m): Assume the message space

consists of integers in the 46t1, ..., T} with T < q,. We encrypt
bits in which casel’ = 1. To encrypt a message using the

R
public keyPK, pick a randomr < {0,1, ... N} and compute
C=g™h" €6
OutputC as the ciphertext.

Decryption Decrypt(SK,C): To decrypt a ciphertex€ using
the private keysK = q,, observe that

C = (g"h"Y = (g™

Letg = g7:. To recovenn, it suffices to compute the discrete
log of €% baseg. Since0 <m < T, this takes expected time
OWT) using Pollard’s lambda method [14].

Note that decryption in this system takesypommial time in
the size of the message spd@cé herefore, the system can only be
used encrypt short messages.

2.3 Homomor phic Properties

The system is clearly additively homomorphic. LEK =
(N,G,Gq,e,g,h) be a public key. Given encryptioiis, C, € G,
of messages,, m, € {0,1, ..., T} respectively, anyone can create
a uniformly distributed encryption ofm; + m, mod N by
computing the productC = C;C,h"™ for a random r in
{0,1,..,N —1}.

More importantly, anyone can multiply two gmpted
messages once using the bilinear map. get= e(g,g) and
h, = e(g, h), theng,is of ordern andh ; is of orderg,. There is
some (unknowny € Z such thath = g%9z. Suppose that we are
given two ciphertexts; = g™h™ € G and C, = g™2h"™ € G.
To build an encryption of the produst;m, mod N, (1) pick a
randomr € Z,, and (2) lelC = e(Cy, C;)h] € G;. Then
C = e(Cy, C)h]

=e(g™h"™, gM2h"2)hy
— e(gm1+aqzr1‘gm1+aq2rz)hI

= e(g' g) (m1+0“12r1)(m2+11(I2"'2)h;

= e(g'g)m1mz+0“12(mlrz+m2"'1+0“12"'17'2)h7£

- e(g‘g)mlmzh§T+m17’2+m27’1+‘1‘I2T1T2)
where r + myr, + m,ry + aq,ni1; is distributed uniformly irZ,,
as required. Thu< is a uniformly distributed encryption of

m;m, mod n, but inG; rather tharG. We note that the system is
still additively homomorphic it .

3. OURPROTOCOLS
3.1 System Model

We consider a system model as shown in Fig. 1, evleuser
wants to retrieve the documents (or messages)ritiatie a set of
unordered conjunctive keywords from streaming dataces.

ClassifiedEnvironmen

S1y s Sny -
(A, By) M"J
ik
(Anz’B z)
|
MM V4
= = Storage
5 > E(M;),E(Myy) ...
Sitei Open Network

Fig. 1 System Model

First of all, the user prepares a filterimgpgram with the set
of single keywords,Sy,...,S,, and unordered conjunctive
keywords, (4, By), ..., (An,,Ay,), and deploys the program at
each public data source. The program processestarent at a
time, and only encrypts and stores in its stordge document
which satisfies the condition. S; VS,V ...VS,, V(4:AB)V
(Az/\BZ)V...V(AnZ/\BnZ). After a certain time period, the
program sends its storage content back to the &seally, the
user decrypts the contents of the storage andnsbthé matching
documents.

The program is executed at a public datacgoand may fall
into an adversary’s hand. If this happens, we reqthat the
adversary cannot obtain any classified keywordsmfrthe
program.

3.2 Private Searching for
Keywordswith Space Efficiency

Conjunctive

We first formally define our private searching mmal for
conjunctive keywords. The protocol is efficient terms of the
size of the encrypted dictionary. It is composgthe algorithms:
the key generation algorithmK éy-Gen), the filter generation



algorithm Filter-Gen), the buffer decryption algorithnB(ffer-
Decrypt) defined as follows:

Key-Gen(k)

It executes the key generation algorithm of the @priGoh and
Nissim system to produce the public k&¥ = (N, G, Gy, e, g, h),
whereg is a generatorN = gq,q,, andh is a random element of
order q;. The private key iSK = q;. We make the additional
assumption thaD| < q,.

Filter-Gen(D, Q, PK, m,y)

This algorithm constructs and outputs a privateifiprogramr
for the query Q = (A;ABy)V(4;AB,)V ...V(4,AB,), which
searches for all documenis satisfyingQ. Assume that the public
dictionary is D = {w;,w,,...,wjp}. F contains the following
data:

« A buffer B(y) of size2ym, indexed by blocks with the
size of an element af, times the document size, with
every position initialized to the encryption of the
identity element ofs,, wherem is the upper bound on
the number of matching documents we wish to save in
the bufferB(y).

« n arrays of ciphertextsC; = {c/,c},..,cpp} (=
1,2,..,n), each corresponding to one conjunctive
keyword (4;, B;), wherec! is the encryption of 1 if

i
w; € {4;, B;} and otherwise the encryption of 0. Each
array of ciphertext contains two encryptions of rid a

|D| — 2 encryptions of 0.

F then proceeds with the following steps upon rengian
input documeni.

1. It constructs a set of temporary collectiafjs= {cij €
C]|Wl € MﬂD} for ] = 1, 2, e, N

To process a word, in MND, it computes

n . .
v,1=| | e(c/{,l | ) _ci])EGl
j=1 i>Aclec;

where e is a bilinear map. If there exists a word
w; EMND and i>2A such that w;Aw;) €
(A1 AB1)V(4;AB3)V ..., V(A,AB,) then v, is an
encryption of 1 inG,. Otherwisey;, is an encryption of
0.

It computes v =[ly,emnpva. If the documentM
satisfies  the  condition (4;AB,)V(4,AB,)V ...
V(4,/ABy), thenv is an encryption of a positive integer
in G;. Otherwisey is an encryption of 0.

It performs a bitwise encryption @f using encryption
of 0 in G, for 0’s and using to encrypt 1's to create a
vector ofG, elements.

It chooses random locations i, takes the encryption
of Step 4, and position-wise multiplies these twectors
storing the result back iB at the same location.

2.

Buffer-Decrypt(B, SK)

It decryptsB one block at a time using the decryption algoritifm
the BGN system, interpreting the non-identity eletaeof G; as
1's and O’s as 0, outputting the non-zero, validudoents.

Correctness of the Private Filter

We show the correctness of our protocol with tHefang two
facts:

e In our protocol, non-matching documents are stored
with negligible probability. In fact, they are séorwith
probability O since clearly (i) ifv, in Step 2 does not
match with any classified keywords,, By, ..., Ay, Ak,
then c/{ is the encryption of 0 and thusv, is the
encryption of 0; (ii) ifw, does match with a classified
keyword, e.g.A;, but By € M — {w,}, thenv, is the
encryption of 0 as well. So, the buffer content he
unaffected by the program executing on input a non-
matching document.

e In our protocol, all matching documents are savét w
overwhelming probability. Clearly, if a document
satisfies (A1 AB1)V(4,AB3)V ..V(4xAB), e.q.,
M satisfies (A;AB;), when the program processes
w, = A, andB; € M — {w,}, thenv, is an encryption
of 1. Thereforeyp is an encryption of a positive integer.
Following up the “colour-survival” game [17, 18]rfo
placing the matching document in the buffer, all
documents will be saved with overwhelming
probability iny.

Remark: In [18], the color-survival game is introduceddaa
Lemma is proved as follows.

Color-survival game: Let m,y € Z*, and suppose we have m
different colors, call thenfcolor;}2,andy balls of each color.
We throw theym balls uniformly at random int@ym bins, call
them{bin;}-"T". We say that a ball “survives” ibin; , if no other
ball (of any color) lands ihin;. We say thatolor; “survives” if
at least one ball of color colori survives. We s$hgt the game
succeeds if alin colors survive, otherwise we say that it fails.

Lemma. The probability that the color-survival gameldais
negligible iny.

3.3 Private Searching for Single and
Conjunctive Keywor ds with Space Efficiency

Based on our protocol for conjunctive keywords,neg formally

present our private searching protocol for bothglsinand

conjunctive keywords, which is also composed ofe¢hr
algorithms: the key generation algorithid e/-Gen), the filter

generation algorithm Fflter-Gen), the buffer decryption
algorithm @Buffer-Decrypt) as follows:

Key-Gen(k)

It is the same as the algorithi{ dy-Gen) described in section
3.2.

Filter-Gen(D, Q, PK,m,y)

This algorithm constructs and outputs a privaterfiprogramr
for the query Q =S;V S,V ..VS, V(A1AB)V(4;AB,) V...V
(An,AB,,), which searches for all document satisfying Q.



Assume that the public dictionary B = {wl,wz,...
contains the following data:

rWlDl} . F

« A buffer B(y) of size2ym, indexed by blocks with the

size of an element af; times the document size, with
every position initialized to the encryption of the

identity element ofz, .
« n, arrays of ciphertextsC; = {c{,c}, ...,

C|j[)|} U=

1,2,..,n;), each corresponding to one conjunctive

keyword (4;, B;), Whereci’ is the encryption of 1 if
w; € {4;, B;} and otherwise the encryption of 0.
*  One array of ciphertext§ = {c/,c}, ..,c/p}  =nz +

1), corresponding to single keywordg,S;,...,Sy,,
wherecij is the encryption of 1 itv; € {S1,5;,...,5,,}
and otherwise the encryption of 0.

* mn,+1 ciphertexts d;(j=1,2,..,n,+1), each

corresponding to one array of ciphertegtswhered; is
the encryption of 1 ifi =n, +1 and otherwise the
encryption of 0.

F then proceeds with the following steps upon rengivan
input documeni.

1. It construct a set of temporary collectiofs= {cij €
C;lw; € MOD} for j=1,2,..,n, + 1.
2. To process a word, in MND, it computes

ntl ;
v,1=| | e(cl,d]-| | . CG)EG
j=1 i>A,clec;

wheree is a bilinear map. lw, € Sy, ..., S,, or there
exists a word w; € MND and i>2A such that
WA w;) € {(A1AB1), (A2AB3), ..., (An,A\Bp,) thenv,

is an encryption of 1 inG,. Otherwise,v, is an
encryption of 0.

3. It computesv = []y,emnpva. If the documentM
satisfies the conditionS; VS,V ...VS, V(4;AB)V
(Az/\BZ)V...V(AnZ/\BnZ), thenv is an encryption of
positive integer inG;. Otherwisep is an encryption of
0.

4. It performs s bitwise encryption @f using encryption
of 0 in G; for O’s and using’ to encrypt 1's to create a
vector ofG; elements.

5. It chooses y random locations inB, takes the
encryption of Step 4, and position-wise multiplieese
two vectors storing the result back b at the same
location.

Buffer-Decrypt(B, SK)

Same as described in section 3.2.
Correctness of Private Filter
Same as described in section 3.2.

34 Private Searching for Single and
Conjunctive Keywords with Computation
Efficiency

The protocols described in sections 3.2 and 3.3effieient in

terms of the size of the encrypted dictionary. Heeve they
require the computation of a large number of pgiriwe now
formally define our private searching protocol bmth single and
conjunctive keywords, which requires computingafér number
of pairings. The protocol is also composed of keneagation
algorithm Key-Gen), filter generation algorithmF{lter-Gen),

buffer decryption algorithmBuffer-Decrypt) as follows:

Key-Gen(k)

It is the same as the algorithri{dy-Gen) described in section
3.2,

Filter-Gen(D, Q, PK, m,y)

This algorithm constructs and outputs a privaterfibrogramr
for the query Q = S;V S,V ..VS, V(A AB)V(4,AB,)V ...V
(An,ABy,), which searches for all document satisfying Q.

Assume that the public dictionary B = {wy,wy, ..., wp|}. F
contains the following data:

¢ A buffer B(y) of size2ym, indexed by blocks with the
size of an element af; times the document size, with
every position initialized to the encryption of the
identity element of; .

* np arrays of ciphertexts¢, ;= {Cll ,c2

1}

|D|

(G=1,2,..,ny), wherecil'j is the encryptlon of 1 if
w; = A; and otherwise the encryption of 0. Each array
of ciphertext contains one encryptions of 1 &bf— 1
encryptions of 0.

« n, arrays of ciphertextsC,; = {¢>’,c2/,..

1)

IDI

(G=1,2,..,ny), whereciz'j is the encryptlon of 1 if
w; = B; and otherwise the encryption of 0. Each array
of ciphertext contains one encryptions of 1 &bf— 1
encryptions of 0.

* One array of ciphertextsC, ;= {c1 ,c2 IDI}

(=n,+1), correspondmg to the single keywords

81,82, s Snys wherec J s the encryption of 1 if
w; € {81,82,..,5n,} and otherwise the encryptlon of 0.
e One array of ciphertextsCzJ-:{cl2 ,c2 |D|}

(=n,+1), Whereciz'j is the encryption of 0.

* mnp+1 ciphertexts d;(j=1,2,..,n,+1), each
corresponding to two arrays of ciphertegts andc; ;,
where d; is the encryption of 1 ifi=n,+1 and
otherwise the encryption of 0.

F then proceeds with the following steps upon rengivan
input documeniM.
1. It constructs a set of temporary coIIectioﬁ@_,- =
("’ eclj|wleMnD} for j=1,2,..,n,+1 and
(,'2] = {c € Cyjlw; e MND}forj=1,2,..,n, + 1.
2. It computes



ny+1 17 2

v = e( ) c.’],d- ) C-']) € Gy
. 1) _x i J 2 _~ i
j=1 ¢ €Cy; ¢ ECyj

wheree is a bilinear map. If the documeht satisfies
the condition S; VS,V ...VS, V(4;AB)V(4,AB;)
V...V(Anz/\an), thenv is an encryption of positive
integer inG,. Otherwisey is an encryption of 0.

3. It bitwise encryptd¥ using encryption of 0 i, for O’s
and usingv to encrypt 1's to create a vector 6f
elements.

4. It chooses y random locations inB, takes the
encryption of Step 4, and position-wise multiplies
these two vectors storing the result backBimat the
same location.

Buffer-Decrypt(B, SK)
Same as described in section 3.2.

Correctness of Private Filter
Same as described in section 3.2.

Remark: Our protocol with computation efficiency can be
modified to support more general queries. For exam@ =
S1V 83 V[(A11V A12)A(B11 V B12V B13)]V(A42AB;).  For  this
query, the protocol constructs the array of ciphest C; ; =
{cll'l,cé'l,...,cllbll}, where ¢}! is the encryption of 1 ifw; €
{A11,A1,} and otherwise the encryption of O; and the arrhy o
ciphertextsC, ; = {c{", ¢}, ..., ¢5}, wherec]! is the encryption

of 1 if w; € {By1, B2, B13} and otherwise the encryption of 0.

4. SECURITY ANALYSIS
4.1 Security Mode

A security model for private searching on streandatp has been
built by Ostrovsky and Skeith in [17, 18] as folkw

We consider a universe of woiidis= {0,1}*, and a dictionary
D c W with |D| < . We think of a document as an ordered,
finite sequence of words i, however, it will often be
convenient to look at the set of distinct wordsidocument. We
define a set of keywords to be any subKet D. Finally, we
define a stream of documen§ssimply to be any sequence of
documents.

We think of a query typ@ as a class of logic expression in
AV, ~ with a number of binary variables. Given a quepet one
can input keywordsKk c D where K = {k;}{~; and create a
function, callQk: S — {0,1}, that takes the documents, and returns
1 if and only if a document matches the criteri@g (M) is
computed simply by evaluatin@ on inputs of the fornk; € M,

We callQx (M) a query over keyworf .

Definition 4.1 For a queryQk on a set of keywordk, and for a
documentM, we say thatM matches queryy if and only if
Qr(M)=1.

Definition 4.2 For a fixed query typ@, a private filter consists of
the following three probabilistic polynomial timkgarithms:

1. KeyGen(k): It takes a security parametdr and
generate public kefK and private kegK.

2. FilterGen(D,Qk, PK,m,y): It takes a dictionaryp, a
queryQy € Q for the set of keywordk, and generate a
search progranF. F searches any document stream
S (processing one document at a time and updating a
buffer B) and collects up tex documents that matay
in B, outputting an encrypted buffer B that contains th
query results, where|B| = 0(y) throughout the
execution.

3. FilterDecrypt(B,SK): It decrypts an encrypted
buffer B, produced by as above, using the private key
SK and produces outp#t’, a collection of the matching
documents frons.

Definition 4.3 (Correctness of a Private Filter) Lef =
FilterGen(D,Qk,PK,m,y) and (PK,SK) = KeyGen(k),
B = F(S) and B* = FilterDecrypt(B,SK). We say a private
filter is correct if the following condition holds:

o If |{M € S|Qx(M) = 1}| < m, then
Pr[B* ={M € S|Qx(M) = 1}] > 1 —neg(y)
o If |{M € S|Qx(M) = 1}| > m, then
Pr[(B" c {M € S|Qx(M) = 1)V(B" =1)}] > 1 —neg(y)

where L is a special symbol denoting buffer overflow, ghe
probabilities are taken over all coin-tossesFofFilterGen and
KeyGen.

Definition 4.4 (Privacy) Fix a dictionaryD. Consider the
following game between an adversaryand a challengef. The
game consists of the following steps.

1. ( first runsKeyGen(k) to obtainPK andSK and then
sendsPK to A.

2. A chooses two queries for two sets of keywords,
Qok,» Q1k,» With Ko, K1 € D and sends them 0.

3. C chooses a random bib € {0,1} and executes
FilterGen(D, Qpx,, PK,m,y) to create F,, the
filtering program for the query,y,, and then sends
Fy, back toA.

4. A(F,) can experiment with the code Bfin an arbitrary
way, and finally outputs’ € {0,1}.

The adversary wins the gamebif= b and loses otherwise.
We define the adversad/s advantage in this game to be

1
Adv, (k) = |Pr(b =b") — 3

We say that a private filter is semanticalgcure if for any
adversary PPH, we have thafidv, (k) is a negligible function,
where the probability is taken over coin-tosseshef challenger
and the adversary.

4.2 Security Analysis

Our protocol is based on the Boneh-Goh-Nissim puliiey
system [4], which builds its security on a subgroup



indistinguishability assumption, related to the fidiflty of
computing discrete logs in the groupgs; .

Theorem 4.5 Assume the Boneh-Goh-Nissim public key system
is semantically secure, then our private searcipirajocols for
single and conjunctive keywords is semanticallyuse@ccording

to Definition 4.4.

Proof: Denote by€ the encryption algorithm of the Boneh-Goh-
Nissim public key system. Suppose that there eristadversary

A that can gain a non-negligible advantage our semantic game
from Definition 4.4. Themd could be used to gain an advantage
in breaking the semantic security of the Boneh-Glidsim public
key system as follows:

At first, we initiate the semantic securignge for the Boneh-
Goh-Nissim public key system with a challengeC will send us
with the public keyPK = (n, G, Gy, e, g, h), wheren = q,q,, g is
a random generator 6f, h = u92, ande is bilinear map.

Next, we initiate the private filter semargiecurity game with
an adversary. A will give us two querie€),, Q,in Q for some
sets of single and conjunctive keywolgs K; , respectively.

Assume the private filters f@},, Q, are Fy, F;, respectively,
and the sequences of the Boolean plaintexts camelépg to the
ciphertexts inF,, F; areM,, M, respectively. If the lengths of the
two sequences are not equal, Os are appended.

After sending/, andM, to the challenget, C replies us with
the encryptions of all Boolean plaintexts in onetbése two
sequences, denoted@s= £(M,,), whereb € {0,1}.

Now we give this private filter composed hy, back toA.
The private filter is equivalent to eithBg or F;. A returns a guess
b’. We use A’s guess as our guess. As our behavior is
indistinguishable from an actual challenged, will guess
b correctly with probability ¥2€, and hence we have obtained a
non-negligible advantage in the semantic securéyne for the
Boneh-Goh-Nissim public key system, a contradictionour
assumption. Therefore, our system is secure actprdd
Definition 4.4.

5. PERFORMANCE ANALYSIS

Three protocols are described in section 3. Thet firotocol
described in section 3.2, denoted as Protocol i, lma used to
search conjunctive keywords only. The protocolscdeed in

sections 3.3 and 3.3, denoted as Protocol |l aradofwl I,

respectively, are able to search for both singlé eonjunctive
keywords.

Protocol | is a special case of ProtocoBibth of them aim to
achieve space efficiency in terms of the size otrgsted
dictionary.

For a queryQ = (A;ABy)V(A,ABy)V ...V (An,ABy,), the
size of encrypted dictionary required in Protocd h,|D|. For a
query Q =5,VS,V..VS, V(A AB)V(4,AB) V ..V
(An,ABy,), the size of encrypted dictionary in Protocol 4l i
(n, + 1)|D|, independent of the number of single keywortgs

However, both Protocol | and Protocol Il requo compute a
large number of pairings, which is even more expensive than
computing modular exponentiation for large modull® process
a documentM, the number of pairing computation required in
Protocol | isn,|M|, and the number of pairing computation
required in Protocol Il ign, + 1)|M|.

Protocol 1ll aims to achieve computation @éhcy by
reducing the number of pairing computation requitédwever, it
requires a longer encrypted dictionary. For a quéy=
S1VSV..VSy V(A ABOV(AAB)V ..V (An,AB,,), the
number of pairing computation required to processoaument
M in Protocol Ill isn, + 1 only, independent of both the size of
the documentM| and the number of single keywords. But the
size of the encrypted dictionary required in Protodll is

A performance comparison of the three protocolshiswn as in
Tab. 1.

Protocols Size of Encrypted Number of Pairing
Dictionary Computation
Protocol | n,|D| n,|MND]|
Protocol 11 (nz + DID| | (np + DIMND]
Protocol 111 2(n, + 1)|D| n, +1

Tab. 1 Performance Comparison

If the size of the documeM is small (e.g., the document is a list
of keywords only) and the size of dictionary isgir Protocol Il
will be a better option.

6. RELATED WORK

Private searching on streaming data is relatedetoching on
encrypted data [20, 3, 11, 4, 5], where the origifie is
encrypted by a public key of the user. Searchingmrypted data
requires that given a keyword by the user, theesdsvable to tell
whether an encrypted file contains the keyword at hut learns
nothing else about the original file. Private sbharg on streaming
data requires that the original data is in thercleat the output of
searching is encrypted. Essentially, private séagcbn streaming
data and searching on encrypted data are different.

Private searching on streaming data is dissely related to
Single-database Private Information Retrieval (AIR)12, 6, 9,
8] and oblivious transfer [15,13], which allows setto retrieve a
record from a database without the owner of thélukse being
able to determine which record was selected, anth wthe
communication cost less than the database sizereThee
important differences between private searchingtoeaming data
and single-database PIR. In the streaming modelsitte of the
query must be independent of the stream, as tearstis assumed
to be an arbitrarily large set of data and we dokmow the size
of the stream when compiling the query. In contrastall PIR
protocols, when creating the PIR query, the userthef PIR
protocol must know the upper bound on the datalsaze In
addition, the PIR protocol allows one to searclingle keyword
in the database and return a single result. If waets to query



data based on an “OR” of several keywords, thererséWIR
queries must be created and sent to the databdésstePsearching
on streaming data allows us efficiently to query tfata based on
an “OR” of a set of keywords.

7. CONCLUSION

In this paper, we have presented three protocdischwsupport
private searches of single and conjunctive keywordstreaming
data. Our approach adds a new type of query inivater
searching on streaming data.

A problem with our solution is that the number @hpinctive
keywords in the private filter is closely relaterithe number of
arrays of ciphertexts in the encrypted diction&®uwr future work
will investigate how to hide the number of conjunetkeywords
in the private filter.
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